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1. Introduction

In the last few decades medical imaging techniques have shown stupendous devel-

opment as they evolved from cumbersome experimental devices to the high precision

tomographic instruments as we know them today. Among the variety of imaging modali-

ties magnetic resonance imaging have attracted a particularly strong interest in medical

science since its invention as it has an outstanding soft tissue contrast, and furthermore,

this is the only whole-body imaging technique that avoids the use of ionizing radiation.

Recently the progression in MRI hardware and the usage of special acquisition meth-

ods made this modality capable not just to show detailed anatomy of the patient, but

also to provide a wide range of information like neural activity in fMRI or white matter

�ber structure in dMRI. Since the invention of these technologies, magnetic resonance

imaging became a comprehensive tool for researchers from broad areas such as physicists,

neurobiologists and pharmaceutical companies.

In this work we aimed to upgrade an NMR device with imaging capabilities by design-

ing and building a small MRI probehead, and also by implementing some of the commonly

used image acquisition and reconstruction methods on a machine originally designed for

spectroscopy. I worked in this twin thesis in collaboration with an other MSc student

called Gyula Gyebnár. The division of e�ort was roughly the following: I was responsible

for the design, construction and testing of hardware elements like radiofrequency coils and

gradient coils, while Gyula's part was the gradient driving circuits, the implementation

of imaging algorithms and the image reconstruction. Although this collaboration caused

unavoidable overlaps in some work sections, these points are always clearly marked in

this thesis.

In the beginning of this paper I will walk through the fundamental physics of mag-

netic resonance followed by the principles of imaging. Thereafter stands the two main

chapters of my work: the radiofrequency system and the gradient system. In both parts

I investigate the theoretical background of the topic �rst, then I present my work�ow

in details including not just the construction, but also the testing of the built imaging

hardware. Finally I will show some of the images acquired by our device and algorithms.
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2. Theoretical background of magnetic

resonance

By the middle of the 1920's the famous experiment performed by W. Gerlach and

O. Stern [1] made it clear that the electron has an intrinsic angular momentum referred

to as spin. Following this concept, Rabi and his coworkers continued the research on the

spin of the proton and its interaction with a magnetic �eld in the 1930's [2]. With their

results given in 1946, Purcell and Bloch succesfully measured the e�ect of precession of

the spins around a magnetic �eld and also explained the theoretical background of this

phenomenon [3, 4]. The contribution of these early results to modern MRI technology is

unquestionable: without the understanding of the physics of nuclear magnetic resonance,

its application to biomedical imaging would be impossible.

In the following the basic principles of spin precession and excitation is presented

followed by the concept of relaxation and spin echo. These processes can be described

in two ways: using classical magnetic moments or quantum mechanics. It can be shown

that the two approaches lead to equivalent results, i.e. the mean value of the quantum

mechanical quantities are the same as come from the classical description [6]. In this

thesis the equivalence will be shown solely for the precession in Appendix B, beyond

that the classical way is presented because of its far more intuitive and graphic nature.

In the following chapters of theoretical background I mostly rely on the book Magnetic

Resonance Imaging written by E. Mark Haacke et al. [6], which is one of the most com-

prehensive works on this topic in my opinion, and on the lectures of Kálmán Nagy titled

Magnetic Resonance and its Clinical Applications at Budapest University of Technology

and Economics.

2.1 Fundamental interaction of spins with magnetic �eld

- precession

In the classical way the �rst step of investigating the interaction of a spin with exter-

nal magnetic �eld is to derive the classical connection between angular momentum and

magnetic moment. The simplest model for this is the circulating point charge as shown

in Figure 2.1.

For the magnetic moment, we will use the commonly known classical expression [7]:
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Figure 2.1: Circulating point charge with charge q and velocity v

µ =
1

2

∫
r× J(r)d3r =

1

2
qr× v =

1

2
qvrn (2.1)

Whilst for the angular momentum

I = mr× v = mvrn (2.2)

In (2.1) and (2.2) µ stands for the magnetic moment, J(r) for the electric current

density, n for the normal vector of the circulatory plane, and I for the angular momentum.

If we have not just a single point charge but an extensive rotating body with spatially

varying electric charge density σ(r) and mass density ρ(r) then the expressions are as

follows:

µ =
1

2

∫
r× J(r)d3r =

1

2

∫
r× σ(r)v(r)d3r (2.3)

I =

∫
r× ρ(r)v(r)d3r (2.4)

From equations (2.3) and (2.4) follows that if we assume our extended body to have

mass density and electric charge density to be proportional, which means they vary the

same way in space, then the magnetic moment and the angular momentum also become

proportional:

µ =
q

2m
I = γI (2.5)

Where γ is the so-called gyromagnetic ratio which plays vital role in magnetic reso-

nance.

To derive the equation of motion of a spin in external �eld we will use another two

formulas: the connection between angular momentum and torque (the latter denoted by

N), and the torque that applies to a magnetic moment in external magnetic �eld.
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dI

dt
= N (2.6)

N = µ×B (2.7)

From equations (2.5), (2.6) and (2.7) we can easily �nd that the equation of motion

for the magnetic moment of a spin in external �eld is the following:

dµ

dt
= γµ×B (2.8)

(2.8) describes a clockwise precession around the magnetic �eld as shown in Figure

2.2. The angular frequency of the precession is determined by the product of the magnetic

�eld and the gyromagnetic ratio and is called Larmor frequency:

ω0 = −γB (2.9)

Figure 2.2: Magnetic moment precessing around external magnetic �eld

From now on without loss of generality we suppose the magnetic �eld to be parallel

with the z axis. With this assumption the solution of (2.8) by components are

µx(t) = µx(0)cos(ω0t) + µy(0)sin(ω0t) (2.10)

µy(t) = −µx(0)sin(ω0t) + µy(0)cos(ω0t) (2.11)

µz(t) = µz(0) (2.12)

From (2.12) we can see that the z component is constant in time, so we only have to

deal with x and y components. We can do so by gathering these two components into a

vector that describes the transverse projection of the magnetic moment denoted by µ⊥:

4



dµ⊥

dt
= γµ⊥ ×B (2.13)

By using complex formalism, the mathematical description of these components be-

comes more manageable. Let's make a time dependent complex number from these two

with µx and µy stand as the real and the imaginary part respectively, and let's denote it

by µ+. In this way, the magnetic moment can be written as

µ+(t) = µx(t) + iµy(t) = µ+(0)e−iω0t (2.14)

In this way, the two independent components are no more µx and µy but the amplitue

and phase of a complex number. It is extremely important to notice that the phase in

this representation is not an arbitrary, non-physical parameter like the phase of the wave-

function in basic quantum mechanics, but closely relates to the position of the precessing

moment and is of utmost importance in the description of spin motion and magnetic

resonance imaging.

2.2 Rotating reference frame, RF excitation and reso-

nance

Both in NMR and MRI technology always exists a static magnetic �eld denoted by B0, so

the Larmor precession caused by this static �eld is somewhat trivial. Therefore, it would

be desireable to eliminate this fundamental precession movement from the mathematical

description. In general, this is achieved by introducing a rotating coordinate system [8],

or with a more intuitive expression, by "rotating together with the spins".

We will use a coordinate system that rotates with angular frequency Ω. Mathemat-

ically the connection between the time derivative of a dynamic vector b(t) in such a

coordinate system and in a static system can be described by the following:

db

dt

∣∣∣∣
static

=
db

dt

∣∣∣∣
rotating

+ Ω× b (2.15)

Using (2.15) and (2.8) for the time derivative of the magnetic moment in the static

�eld B0 we get:

γµ×B0 =
dµ

dt

∣∣∣∣
static

=
dµ

dt

∣∣∣∣
rotating

+ Ω× µ (2.16)

From this the time derivative in the rotating system:
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dµ

dt

∣∣∣∣
rotating

= γµ×B0 + µ×Ω = γµ×
(

B0 +
Ω

γ

)
︸ ︷︷ ︸

Beff

(2.17)

As can be seen from above, the introduction of a coordinate system rotating with

angular frequency Ω is equivalent to the alternation of the static magnetic �eld by Ω
γ
.

The result is called the e�ective magnetic �eld, and it has a concrete physical meaning: in

the rotating system the spins seem to move like they were precessing around this e�ective

�eld Beff . The reader now might see one of the bene�ts of this description method: if we

choose the angular frequency of the rotating system to be equal to the Larmor frequency,

that is, if Ω = ω0, then in this system the spins remain still, or in other words, the

e�ective magnetic �eld becomes zero:

dµ

dt

∣∣∣∣
rotating

= γµ×
(

B0 +
ω0

γ

)
︸ ︷︷ ︸

Beff

= γµ×
(

B0 −
γB0

γ

)
︸ ︷︷ ︸

Beff

= 0 (2.18)

From now on, unless marked, we will continue the mathematical description in a

rotating system.

Next, we will deal with the usual process of manipulating spins: the radiofrequency

or RF excitation. First we assume that beyond the static �eld B0 we have a linearly

polarized magnetic �eld denoted by Blin
1 (t) oscillating in the plane orthogonal to B0

(called transverse plane) with an angular frequency ω and has an amplitude b1. In the

static system, this �eld can be written as

Blin
1 (t) = b1cos(ωt)ex (2.19)

Where ex refers to the unit vector at the x direction in the static system. For the

rotating system, we will use the notation e′x in the same role. For simpler derivation, let

us now de�ne the rotating reference frame using the RF frequency ω, meaning Ω = ω. To

write Blin
1 (t) in the rotating system, we �rst express the unit vectors of the static system

with the unit vectors of the rotating system. In other words:

ex = e′xcos(ωt) + e′ysin(ωt) (2.20)

ey = −e′xsin(ωt) + e′ycos(ωt) (2.21)

ez = e′z (2.22)

6



Using (2.20) and (2.19) we can obtain the form of Blin
1 (t) in the rotating system:

Blin
1 (t) = b1cos(ωt)

(
e′xcos(ωt) + e′ysin(ωt)

)
=

1

2
b1

(
e′x
[
1 + cos(2ωt)

]
+ e′y

[
sin(2ωt)

])
(2.23)

In (2.23) the e�ect of the terms with frequency 2ω is averaged out for all times large

compared to the RF period. Because of this, the e�ect of the RF �eld in the rotating

reference can be substituted with its time averaged version:

〈
Blin

1 (t)
〉

=
1

2
b1e
′
x (2.24)

As can be seen, the linearly polarized �eld will act as static in the rotating reference.

Here we notice that the e�ect of a circularly polarized RF �eld would be almost the same,

the only di�erence is that the factor 1
2
would be missing.

Now that we know the behaviour of simple RF �elds in the rotating reference, let's

take a look at the spin movements under an applied RF �eld. Suppose that we have a

static �eld B0, a circularly polarized �eld B1 described as above with frequency ω, and

let's use the rotating reference also with frequency ω. The equation of motion for the

spins is then the following:

dµ

dt

∣∣∣∣
rotating

= γµ×Beff = γµ×
(
B0 +

ω

γ
+ B1

)
(2.25)

To determine the allover angular frequency of the spins, take a look at the components

of the e�ective magnetic �eld:

Beff = e′z

(
B0 +

ω

γ

)
+ e′xb1 (2.26)

From this we can easily get the e�ective angular momentum of the spins in the rotating

reference, as it equals to −γBeff . For the consequent notation, we de�ne another angular

frequency-like quantity: ω1 ≡ −γb1. Note: this it NOT the same as the RF frequency ω.

From here, the derivation of the e�ective angular frequency of the spins is straightforward:

ωeff = e′z

(
− γB0 − ω

)
− e′xγb1 = e′z

(
ω0 − ω

)
+ e′xω1 (2.27)

Just to be clear, we hereby repeat the meaning of all ω-s in (2.27): ω0 is the precessing

frequency around B0 (also called Larmor frequency), ω is the frequency of the RF �eld

and also of the rotating reference, and �nally, ω1 equals to −γb1.

The case when the Larmor frequency equals to the RF frequency, that is, ω0 = ω is

called resonance. If this occurs, the situation becomes quite simple:

7



Beff = e′xb1 (2.28)

dµ

dt

∣∣∣∣
rotating

= γµ×Beff = µ× e′xγb1 = −ω1µ× e′x (2.29)

Equation (2.29) desrcibes a precession solely around the x′ axis of the rotating frame.

In other words, we can rotate the spins around the x′ axis of the rotating system by

applying an oscillating magnetic �eld on the Larmor frequency. The angle alteration

after such a pulse lasts for time τ is ∆θ as can be seen in (2.30) and in Figure (2.3):

∆θ = γb1τ (2.30)

Figure 2.3: Rotation of the magnetic moment around the x′ axis in the rotating frame

caused by resonant RF �eld

2.3 Relaxation processes

In the �rst part of this section I will present a fairly intuitive deduction of the spin-latice

relaxation time T1 without the claim of exactness followed by the empirical introduction

of spin-spin relaxation time T2. It is not an aim in this section, nor in this whole thesis,

to provide a deep analysis of the relaxation physics, instead it intends to give a brief

insight to the basic idea of these processes with a simple model. For more comprehensive

information on this topic I suggest the literature, eg. [6] or [9].

At �rst, we introduce a quantity that plays important role in magnetic resonance

called magnetization. Magnetization is de�ned by the net magnetic moment per unit

volume, that is:

8



M =
1

V

∑
i

µi (2.31)

Where i runs on all the magnetic moments in the volume. In this interpretation the

volume V has to be small enough for the magnetization to be a function of space, and big

enough to contain a large number of moments. In the following chapters we will usually

use magnetization vector to describe the the time evolution of the system, but �rst we

examine the basic concepts of relaxation.

T1 relaxation

It is known by many experimental results that if a bunch of magnetic moments are placed

in external magnetic �eld, a certain part of these moments will align to the direction of the

�eld. If we are talking about quantum mechanical objects, for example spin-half particles,

this means that in the equilibrium state of the system a bit more than half of the spins

will be parallel to the external �eld, and a bit less than half of them will be antiparallel

to it. The ratio of these two depends on their energy level in the magnetic �eld, which is

of course determined by the projection of the angular momentum to the �eld:

Em = −γh̄B0m = ±1

2
γh̄B0 (2.32)

And the equilibrium ratio of the parallel (N+) and antiparallel (N−) spins is the

well-known Boltzmann factor with the energy level di�erence:

N−
N+

= e
− ∆E
kBT = e

−γh̄B0

kBT (2.33)

If we alternate the ratio for example by applying an RF excitation the system will

somehow return to the equilibrium state described in (2.33) after the excitation e�ect

ceases. In a simple model where we assume the spins to be completely independent we

can describe the relaxation method by two transition probabilities per unit time: the

probability of a parallel spin becoming antiparallel
(
N+ → N−

)
denoted by W ↓, and

the probability of the opposite, i. e. an antiparallel spin becoming parallel
(
N− → N+

)
denoted by W ↑. Note that these two are generally not equal because of the environment

of the spins end the existence of the external magnetic �eld. With these probabilities, the

time derivatives of the spin population can be written as:

dN+

dt
= −N+W ↓ +N−W ↑ (2.34a)

dN−
dt

= N+W ↓ −N−W ↑ (2.34b)

9



The measureable quantity is the di�erence between these populations, so we will use

the followings:

n = N+ −N− (2.35a)

N = N+ +N− (2.35b)

Using (2.34) the time derivative of the population di�erence will be:

dn

dt
= N

(
W ↑ −W ↓

)
− n

(
W ↑ +W ↓

)
(2.36)

Whereof the equilibrium value of the population di�erence is

n0 =
N
(
W ↑ −W ↓

)(
W ↑ +W ↓

) (2.37)

From this we de�ne a time-dimension quantity as

T1 ≡
1(

W ↑ +W ↓
) (2.38)

Using this T1 the time derivative of the population di�erence is as follows:

dn

dt
=
n0 − n
T1

(2.39)

With the solution of

n(t) = n(0)e
− t
T1 + n0

(
1− e

− t
T1

)
(2.40)

As can be seen, the time dependence of the spin population di�erence - with the

latter proportional to the longitudinal component of the magnetization pointing to the

direction of the external �eld - shows exponential decay to the equilibrium state with a

time constant T1. This e�ect is called longitudinal or T1 relaxation.

T2 relaxation

The other relaxation process called transverse or T2 relaxation will be presented here

intuitively in a classical model. Assume we have a bunch of magnetic moments originally

point to the direction of the external �eld, then we rotate them to the transverse plane

with an RF pulse. The local magnetic �eld a speci�c spin experiences is the sum of the

external �eld and the small �elds of the neighbouring spins. The latter small �elds vary in

space that leads to di�erent local precession frequencies. Therefore the spins tend to fan

out in time as shown in Figure 2.4, this is usually called dephasing. Since the measureable
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magnetization is the vector (or complex - see (2.14)) sum of the individual magnetic

moments, the net magnetization decreases over time. This reduction brings forth another

exponential decay with characteristic time T2 that adds to the time derivative of the

transverse component of the magnetization. We can express it by adding an exponential

term to (2.13) written with magnetization instead of a single moment. In the laboraroty

frame:

dM⊥

dt

∣∣∣∣∣
lab

= γM⊥ ×B− M⊥

T2

(2.41)

And in the rotating system:

dM⊥

dt

∣∣∣∣∣
rot

= γM⊥ ×Beff −
M⊥

T2

(2.42)

If the frequency of the rotating frame equals to the Larmor frequency and there are

no other magnetic �elds like RF excitation then the e�ective �eld becomes zero and the

solution of (2.42) become a simple exponential decay:

M⊥(t) = M⊥(0)e
− t
T2 (2.43)

T ∗2 decay

In practice however, there is an additional dephasing of moments caused by the inhomo-

geneities of the external �eld itself that also reduces net magnetization. Therefore the

total reduction of the transverse component of magnetization over time is the resultant

of the above described T2 relaxation and this new process caused by the external �eld

inhomogeneities. The latter is called T ′2 relaxation and usually also acts as an exponen-

tial reduction with a time constant T ′2. The sum of these two e�ects results in another

exponential decay with characteristic time T ∗2 given by the following:

1

T ∗2
=

1

T2

+
1

T ′2
(2.44)

In the formula above the reciprocals of characteristic times are usually referred to as

relaxation rates, so (2.44) says that the relaxation rates simply add up.

Now that we introduced the relaxation e�ects, we can construct the total system of

equations of motion for a static �eld. Assume we have a static and perfectly homogeneous

magnetic �eld (so there is no T ′2 dephasing) points to the z direction. Then the equations

in the laboratory frame:
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Figure 2.4: Dephasing of the individual moments in the rotating frame and the decreasing

net magnetization as a result.

dMx

dt
= ω0My −

Mx

T2

(2.45a)

dMy

dt
= −ω0Mx −

Mx

T2

(2.45b)

dMz

dt
=
M0 −Mz

T1

(2.45c)

By using the complex formalism introduced at (2.14) the �rst two coupled equation

will become one complex equation:

M+ = Mx + iMy (2.46)

dM+

dt
= −iω0M+ −

M+

T2

(2.47)

And the solution with this complex description will be

M+(t) = M+(0)e
−iω0t−

t
T2 (2.48a)

Mz(t) = Mz(0)e
− t
T1 +M0

(
1− e

− t
T1

)
(2.48b)
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2.4 Signal detection

In the previous sections we have focused on the e�ects of external �elds to magnetic

moments and the time evolution of the magnetization. Now we proceed to the question

how can this precessing magnetization be measured. The answer is, of course, induction.

The fundamental idea is to rotate the spins from their equilibrium direction to the trans-

verse plane with an applied RF pulse and measure the voltage induced by the precessing

magnetization in the coil around the sample. In the followings the detailed deduction of

the induced signal is presented.

From the integral form of the 3rd Maxwell equation [7] we know that a time-varying

magnetic �ux induces electromotive force (emf or simply voltage) in a coil:

U = −dΦ

dt
(2.49)

The magnetic �ux can be computed with the integration of magnetic �eld on a surface,

but sometimes it is more convenient to use the Stokes theorem to calculate the �ux by

the integration of the vector potential on a closed line bounding the desired surface.

B = ∇×A (2.50)

Φ =

∫
BdS =

∮
Adl (2.51)

When dealing with conventional electric currents, the vector potential can be calcu-

lated with the current density:

A(r, t) =
µ0

4π

∫
J(r′, t)

|r− r′|
d3r′ (2.52)

But we do not have real electric currents, only magnetization. However, from the

di�erential form of the 4th Maxwell equation and the de�nition of the magnetizing �eld

[7] we can construct a current density associated with magnetization.

H =
B

µ0

−M (2.53)

∇×H = J +
∂D

∂t
(2.54)

JM = ∇×M (2.55)
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Substituting this to (2.52) and (2.51) we get an expression to magnetic �ux containing

the magnetization:

Φ =

∮
dl

(
µ0

4π

∫
d3r′

JM(r′, t)

|r− r′|

)
=

∮
dl

(
µ0

4π

∫
d3r′
∇×M(r′, t)

|r− r′|

)
(2.56)

Using integration by parts and leaving the surface terms as there are no magnetization

in the in�nitely far point:

Φ =
µ0

4π

∫
d3r′

∮
dl

[(
−∇′ 1

|r− r′|

)
×M(r′, t)

]
(2.57)

We can now use the vector identity a(b× c) = b(c× a) and get:

Φ =

∫
d3r′M(r′, t)

[
∇×

∮
µ0

4π

dl

|r− r′|

]
︸ ︷︷ ︸

Brec

(2.58)

If we compare the term marked as Brec in (2.58) with (2.50) and (2.52) it becomes

clear that this Brec tells us the e�ectiveness of the coil at the point r, i. e. the magnetic

�eld generated at the point r with a unit current �owing in the coil. Because of the

invariance of Maxwell's equations to a time reversal transformation, this coil e�ciency also

characterizes the receiving sensitivity, i. e. if there is a time-varying magnetic moment at

point r, it induces an electromotive force in the coil proportional to Brec. This statement,
also referred to as the principle of reciprocity, I will not justify in this thesis; a detailed

explanation can be found in [6] or [10].

Now we have our expression for the magnetic �ux with the receiving sensitivity Brec.
The signal we measure both in NMR and MRI is the voltage induced by the precessing

magnetization in the coil(s) around the sample or the patient. Therefore our signal S will

be proportional to the time derivative of the magnetic �ux in (2.58) (the proportionality

factor usually di�ers from 1 because of the measurement electronics):

S ∝ − d

dt

∫
d3rM(r, t)Brec(r) (2.59)

The magnetization contains two types of time dependence: the Larmor precession and

the exponential decays. The frequencies associated with these terms are in the order of

magnitude of 10-100 Hz and 100MHz, respectively. Therefore the time derivative of the

exponential decays are negligible beside the Larmor precession, so one can say that only

the precession gives contribution to the signal. It implies that we can only measure the

transversal components of the magnetization, or in the complex formalism, M+. As a

reminder the time and space dependence of this is:
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M+(r, t) = M+(r, 0)e
−iω0t−

t
T2(r) (2.60)

So our signal will be:

S ∝ ω0

∫
d3r e

− t
T2(r)

[
Brecx (r)<

(
iM+(r, t)e−iω0t

)
+ Brecy (r)=

(
iM+(r, t)e−iω0t

)]
(2.61)

For the complex description to work we also de�ne the transversal component of Brec

denoted by Brec⊥ , and write up the x and y components with this:

Brecx = Brec⊥ cos(θB) (2.62a)

Brecy = Brec⊥ sin(θB) (2.62b)

Using this method the signal will be the following:

S ∝ ω0

∫
d3r e

− t
T2(r)M⊥(r, 0)Brec⊥ (r)sin

(
ω0t+ θB(r)− φ0(r)

)
(2.63)

In the spatially independent limit, i. e. when everything in (2.63) is independent from

r the signal will be as follows:

S ∝ ω0Vsamplee
− t
T2M⊥Brec⊥ sin

(
ω0t+ θB − φ0

)
(2.64)

Signal demodulation

In practice the signal deduced in the previous section is not visualised as it is, but instead

the NMR or MRI instrument eliminates the frequency o�set ω0 by demodulating the

signal. It is done by multiplying the signal in (2.63) with harmonics of frequency Ω that

is close to the Larmor frequency ω0. That is, Ω = ω0 + δω. In this way a complex signal is

created: the real part will be when the sign is multiplied with sin(Ωt), and the imaginary

part arises as the multiplication of the signal and cos(Ωt).

The real part of the demodulated signal (often called as the "real channel") will be:

sin
(
ω0t+ θB −φ0

)
sin
(

(ω0 + δω)t
)

=
1

2

[
cos
(
δωt− θB +φ0

)
− cos

(
(2ω0 + δω)t+ θb−φ0

)]
(2.65)

After the multiplication the part with frequency 2ω0 + δω is removed with a lowpass

�lter, and the remaining low-frequency term forms the real channel of the signal.

SRe ∝
1

2
cos
(
δωt− θb + φ0

)
=

1

2
<
(

e−iδωt−iθB+iφ0
)

(2.66)
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The imaginary channel is quite similar. After the multiplication with cos
(
Ωt
)
and the

lowpass �ltering:

SIm ∝
1

2
sin
(
δωt− θb + φ0

)
=

1

2
=
(

e−iδωt−iθB+iφ0
)

(2.67)

So the detected signal managed as complex is:

S ∝ ω0

∫
d3r e

− t
T2(r)M⊥(r)Brec⊥ (r, 0)e−i

(
δωt+θB(r)−φ0(r)

)
(2.68)

2.5 Fundamental pulse sequences: Free Induction De-

cay and Spin Echo

As we have seen in the previous chapters we can rotate the spins - and the magnetization

- from their equilibrium state with an arbitrary angle by applying an appropriate Larmor-

frequency RF �eld for length of time determined by (2.30). We have also learned that if

the magnetization has transverse component then it will precess with Larmor frequency

and induce measureable electromotive force in a nearby coil. Therefore with a suitable

sequence of RF �elds and coil voltage measurements we can investigate the magnetization

of the sample. In MR technology the RF �elds that rotate the magnetization are called

pulses while the detection, demodulation and digitalization of the induced voltage signal

is referred to as acquisition. The whole process containing the RF pulses and acquisitions

is called pulse sequence. In this section two basic pulse sequency is presented, free in-

duction decay, usually referred to as FID, and spin echo, sometimes abbreviated as SE.

The sequences will be graphically presented by the so-called sequence diagrams, which

represent the RF pulses and acquisitions in a schematic form.

Free Induction Decay

In the FID pulse sequence the situation is quite simple. We apply an RF pulse to rotate

the magnetization with 90 degrees so the transverse component will be maximal and the

longitudinal component becomes zero. Then as the spins precess, the acquisition is turned

on to measure the induced signal until it vanishes due to T ∗2 decay. The sequence diagram

of the FID is shown in Figure 2.5.

As was mentioned in section 2.3, the T ∗2 decay in the FID experiment comes from

two components, the T2 of spin-spin relaxation and the T ′2 due to external �eld inhomo-

geneities. To get a clue of the practical values of this T ∗2 we here present an estimation

of the dephasing time T ′2.
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Figure 2.5: Sequence diagram of a free induction decay experiment. Left: RF pulse and

signal in the laboraroty frame of reference. Right: RF pulse and signal in the rotating

frame, i.e. the demodulated signal with the o�set frequency δω = 0. Note that the labo-

ratory signal on the left is only suggestive since the real Larmor oscillation frequency is

far too large to display.

Assume we have an external �eld of 1.5 T with a homogeneity of 1 point per million

(ppm), and we are performing NMR experiment on protons. One can say that the FID

signal disappears roughly when the spins have gained a phase di�erence of π. We can

calculate the time τ needed for this from the following:

γ(∆B0)τ = π (2.69)

42.58[MHz/T]× 2π × 1.5[T]× 1[ppm]× τ = π (2.70)

τ ≈ 7.8 ms (2.71)

As can be seen, an inhomogeneity as small as 1 ppm eliminates the signal in less than

10 ms in a device with the commonly used 1.5 T.

Spin Echo

Although we have seen that the signal vanishes really fast even with a very little inhomo-

geneity in the main �eld, the situation is not as bad as one may think based on this. It

is because Hahn et al. [5] found that the eliminated signal is retrievable by an RF pulse

trick.

As mentioned before, the signal elimination is caused by two e�ects. First, the indi-

vidual spins experience the small magnetic �elds of their neighbours, which adds to the
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external �eld causing the local Larmor frequencies to vary spatially and the precessing

spins to dephase. These spin-spin interactions also evolve in time really fast, making this

T2 dephasing irreversible. However, the situation di�ers at the dephasing caused by the

external �eld inhomogeneities. These �eld variations remain constant in time and thus

the dephasing caused by them could be reversed by the negation of the phase of each

spin.

The idea is the following. With an RF pulse we rotate the spins with 90◦ to the

transverse �eld. At this point every spin points at the same direction, or in the complex

description, they all have the same phase when they start to precess in the slightly

inhomogeneous main �eld. After that if a spin experiences a larger external �eld and

precesses at a higher frequency for the length of time τ , it accumulates a positive relative

phase φ according to spins preseccing at the center frequency. Then we apply another

RF pulse of 180◦ which will turn the spins around and negates their phase. For example

the previously described spin that gained φ phase in time interval τ will have the relative

phase −φ right after the 180◦ pulse. Of course this spin will continue to experience a larger

�eld regardless of the applied 180◦ pulse, and therefore its relative phase continues to grow

in time. After another time interval τ it will have zero relative phase again. Since we did

not use any speci�c parameter of the picked spin nor of the �eld, this thread is applicable

to all spins in the sample. So at the time τ after the 180◦ pulse all spins will have the

same phase (will point to the same direction) creating a macroscopic magnetization once

again, which can be measured.

What we get as a result was quite astonishing at the time of its invention: the MR

signal eliminated by T ∗2 dephasing is retrievable by a 180◦ RF pulse. The latter is called

refocusing pulse, the recurring signal after the 180◦ pulse is called a spin echo, and the

total time between the 90◦ pulse and the echo is referred to as echo time TE. The scheme

of the process is shown in Figure 2.6 [11].

Note that the above are only valid for the dephasing caused by �eld inhomogeneities,

and are not able to reverse the T2 relaxation caused by spin-spin interactions. Therefore

the recurring signal will be smaller then it was right after the 90◦ pulse as the signal

amplitude is enveloped by the exponential decay T2.

Knowing the above it is easy to interpret the sequence diagram of the spin echo

experiment shown in Fig. 2.7.

Without the detailed deduction - that can be found in [6] - the expressions for the

perfectly demodulated signal in spin echo sequence are the followings:
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Figure 2.6: Scheme of the spin echo. A) The spins before the excitation. B) The spins

after the 90◦ RF pulse. C) Dephased spins due to �eld inhomogeneities. D) The spins

turned around by the 180◦ pulse that negates their phase. E) spins are rephasing after

the refocusing pulse. F) Refocused spins and the spin echo. Figure copyright and license

details at [11].

M⊥(t) = M⊥(0)×


e
− t
T ∗2 0 < t < τ

e
− t
T2 e

−TE−t
T ′2 τ < t < 2τ = TE

e
− t
T2 e

− t−TE
T ′2 TE < t

(2.72)

The spin echo sequence has the signi�cant advantage that the appearance of the signal

(the echo) and the RF pulses are separated in time, unlike in FID where the signal appears

right after the RF excitation. This is a great bene�t since (with a one-channel device)

we cannot measure the induced signal during the RF pulse, nor in a certain time interval

after it - we would only see the voltage induced in the receiving coil by the RF �eld itself.

2.6 Basic principles of magnetic resonance imaging

In this chapter the basic principles of MR imaging is presented. We will start at the

demodulated complex signal of the precessing spins as it was at the end of section 2.4:

S ∝ ω0

∫
d3r e

− t
T2(r)M⊥(r, 0)Brec⊥ (r)e−i

(
δωt+θB(r)−φ(r,t)

)
(2.73)
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Figure 2.7: Sequence diagram of a spin echo experiment. Note how the signal is enveloped

by the T2 relaxation.

For the simplicity of the description, from now on we will assume the followings:

• Appropriate RF coil, i. e. spatially independent Brec and θB

• The proportionality factors in (2.73) are summed up in one factor Λ

• Relaxation e�ects are negligible since the relevant imaging process is fast related to

their characteristic times

• the signal demodulation is perfect, i. e. δω = 0

Provided these the signal takes the following form:

S = Λω0Brec⊥
∫

d3r M⊥(r, 0)eiφ(r,t) (2.74)

Without a detailed explanation - that can be found in [6] - the equilibrium value of

the magnetization can be estimated as:

M0 = ρ0
S(S + 1)γ2h̄2

3kBT
B0 (2.75)

The factor in (2.75) is the well-known Curie susceptibility with S = 1
2
for proton

and ρ0 is the spatial spin density. As M⊥ in equation (2.74) means the amplitude of the
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transverse component right after the 90◦ pulse, it can be well approximated with the

equilibrium magnetization M0 expressed in (2.75). Therefore, our signal can be written

as the following.

S = Λω0Brec⊥
1

4

γ2h̄2

kBT
B0

∫
d3r ρ0(r)eiφ(r,t) (2.76)

This can be simpli�ed by introducing the so-called e�ective spin density ρ(r):

ρ(r) = Λω0Brec⊥
1

4

γ2h̄2

kBT
ρ0(r)B0 (2.77)

S =

∫
d3r ρ(r)eiφ(r,t) (2.78)

As can be seen, the measureable signal is �nally made up of the phase-correct sum of

the e�ective spin density.

This is the point where move to the concept that fundamentally distinguishes imaging

tecniques from traditional NMR experiments - the idea of gradient �elds, and their e�ect

to the magnetization phase.

If the main �eld B0 is perfectly homogeneous and the signal demodulation is complete

then the phase term in (2.78) becomes time-independent as all the spins will precess with

the same Larmor frequency. Moreover, if we de�ne the starting time to be at the end of

the 90◦ pulse, or as also referred, the excitation, then all the spins will point to the same

direction, meaning all of them will have the same phase at t = 0. In this case the phase

term will also be spatially independent.

φ(r, t) = φ(r, 0) = φ0 (2.79)

However if our main �eld is not the same everywhere then the phase of a certain spin

will change in time with the local di�erence of the larmor frequency:

φ(r, t) =

t∫
0

∆ω(r, t′)dt′ = −γ
t∫

0

[
B(r, t′)−B0

]
dt′ (2.80)

The idea is the following. Let's add an additional �eld to the main �eld B0 which is

not homogeneous but varies linearly in space. This new �eld is referred to as the gradient

�eld and is characterised by its spatial gradient G.

B =
(
0, 0, B(r, t)

)
(2.81)

G(t) = ∇B(r, t) (2.82)
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B(r, t) = B0 + G(t)r (2.83)

With this gradient �eld existing the spin phases will develop in a manner de�ned by

the gradient �eld.

φ(r, t) =

t∫
0

∆ω(r, t′)dt′ = −γ
t∫

0

[
B(r, t′)−B0

]
dt′ = −γr

t∫
0

G(t′)dt′ (2.84)

Here we de�ne a new vector k which will eventually play an extremely important role

in the imaging process.

k ≡ γ

2π

t∫
0

G(t′)dt′ =
¯
γ

t∫
0

G(t′)dt′ (2.85)

As shown, this k is de�ned by the time integral of the gradient and therefore can be

easily manipulated by switching di�erent gradients on and o�. In the second equation

in (2.85) we have introduced a new notation:
¯
γ equals to γ

2π
and is called the reduced

gyromagnetic ratio.

With this new vector k the spin phases can be expressed quite simple:

φ(r, t) = −2πkr (2.86)

By substituting this into (2.78) we get an astonishing outcome:

S =

∫
d3r ρ(r)e−i2πkr = F {ρ(r)} (2.87)

The result in (2.87) is of enormous importance. It tells us that by the use of appropriate

gradient �elds the connection between the acquired signal and the spatial e�ective spin

density, or in other words, the image of the sample or the patient, becomes the well-

known and easy-to-compute operation, the Fourier transformation. In this interpretation

the previously de�ned vector k gains a new meaning: this is the spatial frequency, the

conjugate of the spatial coordinate r.

Therefore to get an image we just have to apply the gradient �elds in a way to achieve a

su�cient set of k vectors and then perform an inverse Fourier transform on the acquisited

signal. In this way our signal is no longer a function of time, but a function of the spatial

frequency k.

ρ(r) = F−1 {S(k)} (2.88)
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To put this concept into a form easier to imagine, the alignment of the spins before

and after the application of a gradient for a certain time is illustrated in Figure 2.8. On

the left, before the gradient e�ect, all the spins point to the same direction, i. e. they all

have the same phase. On the right we can see the spins after some time in the upwards-

pointing gradient �eld and therefore folded into a helix. This is because the magnetic �eld

and thus the Larmor frequency vary linearly along the direction of the gradient, causing

the spins to accumulate a phase depeding linearly on their position. If the gradient �eld

continiues to exist the helix will have more and more twists on the same length as time

elapses, accordingly to the growth of the spatial frequency.

Figure 2.8: E�ect of the gradient �eld. Left: Aligned spins before the gradient. Right:

Spins folded into a helix after the application of a gradient �eld pointing upwards.
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3. About the used NMR spectrometer

During our work we used a Bruker UltraShield 300 NMR magnet of 7T with a Bruker

Avance DRX 400 spectrometer. The main �eld is generated by current �owing in a type 2

superconducting coil diving in liquid Helium for cooling. There is also an outer liquid

Nitrogen tank to lower the thermal gradient between the Helium and the outer air. The

device is shown in Figure 3.1.

Figure 3.1: The used NMR spectrometer (right) and the shielded superconducting magnet

(left).

The magnet has a �eld strength of 7T providing excellent signal-to-noise ratio and

requires the use of high frequency circuits due to the large Larmor frequencies. Since

this system was designed to chemical NMR measurements there are severe limitations for

imaging purposes. The magnet has an inner bore diameter of 54 mm but this is reduced

to 40 mm by the warm shim coil system. This consists of 26 independently controlled

shim coils to correct the �eld inhomogeneities. Using these the inhomogeneity of the main

�eld can be below 0.1 ppm in a fraction of a cm3, however in imaging experiments when

the sample volume is a few cubic centimetres the inhomogeneities are in the order of
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magnitude of 1 ppm even with the use of shim coils. A more detailed description of the

shim system can be found in the thesis of Gyula Gyebnár [12].

The spectrometer is capable to provide the excitation and to receive the signal in two

independent channels. Both of the channels measure the demodulated signal as a complex

value by quadrature detection described in section 2.4. The device is able to provide and

receive the signal with an arbitrary phase shift, or in other words, in arbitrary direction in

the rotating reference frame. This feature allows us to perform phase-cycling algorithms

which we heavily used in our imaging sequences to avoid DC o�sets.

The ampli�cation of the excitation signal was done by either the ampli�er designed for

300 MHz for proton (H) or the broadband ampli�er designed for arbitrary nuclei (referred

to as X). For the Sodium experiments we used the latter while the water samples had to

be performed using the H ampli�er as the other one was not able to operate in such high

frequency as 300 MHz. The Sodium ampli�er had a power of 100 W while the H one was

of 50 W. However for stability reasons we used both ampli�er with an attenuation of 6

dB, i. e. at fourth the power.

The spectrometer is controlled by a PC software called TopSpin. This program is higly

targeted to spectroscopic measurements with an easy-to-use language and environment,

but unfortunately this made it cumbersome to determine the exact role of the commands

and it was extremely di�cult to write an experiment method that does not �t into the

spectroscopy logic.
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Part I

The radiofrequency (RF) system



4. RF coils in magnetic resonance

The radiofrequency probe is the heart of all NMR experiments and MRI examinations.

It is responsible for producing the transverse magnetic �eld for spin excitation, and the

electromotive force arised by the precessing magnetization is also induced in it.

Both in NMR and MRI the RF circuit usually contians one or more coils to produce

the B1 �eld. However, the coil as a conductive structure opposes itself to the high fre-

quency current due to its self-inductance. This coil reactance should be compensated with

capative elements, which means that our probe becomes a resonator with a tuning fre-

quency determined by its inductance and capacitance. To get a useful circuit one should

adjust the resonance frequency to equal the larmor frequency of the desired nuclei in the

given �eld strength.

Having a properly tuned resonator however is not su�cient in itself. This is because

such a circuit usually has a large and complex impedance (Z), unlike the transmitter cable

that usually has an impedance of 50 Ω (Z0) without an imaginary part. The di�erence

between these two impedance will cause the re�ection of the signal according to the

well-known formula:

R =

∣∣∣∣Z − Z0

Z + Z0

∣∣∣∣ (4.1)

To ensure the re�ection coe�cient R to be small we have used some additional ele-

ments that adjust the impedance of the resonator to 50 Ω. This process, called matching,

can be done either by capacitive or inductive way, however the former is more widespread

in practice.

The simplest resonators used mainly in NMR techonogy consists a simple solenoid

and two trimmer capacitors to adjust the tuning frequency and the impedance of the

circuit. This scheme is shown in Figure 4.1.

In some cases the solenoid is replaced by some other coil design like the Hoult-

Deslauriers [13] or some others, but a solenoid is often used in practice as well because of

its �ne B1 homogeneity. The paper cited in [14] provides a broad description of RF coils.

However, the solenoid and many of the other designs have some serious disadvantages

when it comes to imaging. At �rst, for imaging purposes we need coils with signi�cantly

larger volume in order to place the sample or patient in them, than we did for NMR

experiments (in this thesis we focus on volume coils only). This is a problem because if

we use bigger coils, their self-inductance will grow as well, and RF coils with large self-

inductance are to be avoided. All in all, such solenoid-type RF coils are disadvantageous

in MRI for at leats three reasons.
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Figure 4.1: Simple RF circuit used in NMR experiments. The capacitor CT is mainly

responsible for setting the tuning frequency while the one denoted by CM is used to

match the impedance of the circuit.

First, to get a proper tuning frequency we have to use capacitors with smaller and

smaller capacitance if the self-inductance of the coil becomes larger as the resonance

frequency of a circuit is given by the formula ω = 1√
LC

. After a point - in the order of

magnitude of 1 pF - there is no capacitor commercially available and thus the desired

tuning frequency is di�cult to achieve.

Second, these coils produce magnetic �eld parallel to their axis. This geometry can

lead to access problems in the magnet as most of the NMR devices and MRI scanners

have a cylinder-like bore with an axis parallel to the main �eld. As we need transverse

�eld from the RF coil, i. e. a �eld perpendicular to the main �eld, a solenoid would also

have to be placed in the bore transversely, losing lots of free space and also the free in-vivo

access to the inside of the RF coil.

Third, the coil will produce not just magnetic �eld, but also an electric �eld inside

the sample or the patient. This is not the electric �eld generated by the time derivative

of the magnetic �eld but the conservative electric �eld raised by the charges in the coil.

This �eld will cause small currents in the patient heating the body, and also appear as

a loss of power in the coil. Both of these e�ects are disadvantageous and become more

signi�cant as coil self-inductance grows.

Therefore it would be derisable to use coils that produce B1 �eld perpendicular to

their axis. In this way we could place the coil into the bore with the same axis and get

free access to the inside of the coil. Fortunately, it is physically possible to construct coils

of this kind. The idea is based on the fact that if a conducting cylinder has a sinusoidal

current distribution on its surface with the current �owing parallel to the cylinder axis,
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it will produce a homogeneous transverse magnetic �eld in the inside of the cylinder [17].

The concept is shown in Figure 4.2. Another bene�t is that in this way coils with large

volumes can be constructed with a relatively small self-inductance.

Figure 4.2: Conducting cylinder with a sinusoidal current distribution on its surface,

producing a homogeneous transverse magnetic �eld in the inside.

There are numerous designs based on the idea of sinusoidal currents like the Saddle coil

[15] or the Alderman-Grant resonator [16] but the one that became excessively widespread

in imaging scanners is the Birdcage coil [17].

In the next section the mathematical model of the Birdcage coil is presented including

the calculation of resonant modes with network analysis. The computation of inductance

parameters from geometrical properties of the coil can be found in Appendix A.

4.1 The Birdcage coil

Since its invention in 1985 the Birdcage coil spread rapidly due to its highly homogeneus

transverse magnetic �eld and preferable geometry. In the following years many approaches

arose and have been applied to predict the resonant behavior of this coil from experimental

methods to numerical simulations of its electromagnetic �eld. In the followings I present

the structure of the Birdcage coil and provide a deduction of the resonant modes from

the coil parameters by the eigenvalue method proposed by Mark C. Leifer [18].

The structure of the Birdcage coil is shown in Figure 4.3. As can be seen, the coil is

made up of cunducting sections and capacitors forming a cylinder-like shape. The two

ring-like ends of the coil are called endrings while the vertical parts are referred to as legs.
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In general there are capacitors both in the endrings and in the legs, nonetheless there

are variants of this design with endring or leg capacitors replaced with conducting wires,

referred to as lowpass and highpass coils, respectively. As can be seen from Figure 4.3 the

Birdcage coil with N legs has a discrete N-grip rotational symmetry as the capacitors are

of the same value in the endrings and in the legs, separately. This symmetry is of utmost

importance in the operation of the coil.

Figure 4.3: Scheme of the Birdcage coil with the direction of the main �eld indicated.

The resonant behavior of the Birdcage coil can be predicted quite simply using the

transmission line model of the design, as shown in Figure 4.4. In this deduction the

resistance of the conducting segments are neglected, however, this does not a�ect the

resonant modes as they are independent from the resistance values as long as the discrete

rotational symmetry is still valid. A detailed description that takes into account the

resistance values can be found in [19].

We will start from Kirchho�'s mesh equations for the n-th mesh. We will denote

the mutual inductances of two meshes in a distance of n with Mn. Speci�cally, the self-

inductance of a mesh is denoted withM0. Note that since the two ends of the transmission

line are connected and the whole line has N meshes, all indices are modulo N, that is, for

example, In+N = In. Using these notations the mesh equation will be as follows:

2

C1

∫
Indt+

1

C2

∫ (
In − In−1

)
dt+

1

C2

∫ (
In − In+1

)
dt+

N−1∑
m=0

dIn+m

dt
Mm = 0 (4.2)

We carry this equation forward to frequency space with Laplace-transform:

2In

(
1

C1

+
1

C2

)
− 1

C2

(In−1 + In+1) + s2

N−1∑
m=0

In+mMm = 0 (4.3)
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Figure 4.4: Section of the birdcage transmission line with the mesh currents. The left and

right ends of the line are connected to each other.

The above (4.3) expresses a linear connection between the mesh currents, and therefore

can be compressed to a matrix form:

λMI = EI (4.4)

With matrices M and E containing the inductance and capacitance parameters, I

containing the Laplace transformed currents and λ = s2.

The structure of the magnetic and electric matrices and the current vector in (4.4)

can be read from the mesh equation (4.3):

M =


M0 M1 · · · MN−1

MN−1 M0 . . . MN−2

...
...

. . .
...

M1 M2 · · · M0

 , I =


I0

I1

...

IN−1

 (4.5)

E =


−2
(

1
C1

+ 1
C2

)
1
C2

0 · · · 1
C2

1
C2

−2
(

1
C1

+ 1
C2

)
1
C2
· · · 0

...
...

. . .
...

...
1
C2

0 · · · 1
C2
−2
(

1
C1

+ 1
C2

)

 (4.6)

As can be seen, both matrices are circulant, i. e. their n-th row is the �rst row circularly

shifted by n-1. This property naturally occurs as the coil is made up of N identical meshes

and the ends of the transmittion line are connected to each other.
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From linear algebra we know that the elements of the eigenvectors of any circulant

matrix are equal to the complex coe�cients of the N-point Discrete Fourier Transforma-

tion. That is, the m-th element of the the k-th eigenvector Wk of such a matrix is the

following:

Wk
m = e−i2πkm/N (4.7)

These eigenvectors form an orthogonal basis of the N-dimensional complex vector

space, therefore a circulant matrix can always be diagonalized with the matrix of the

normed eigenvectors of the DFT components. Based on this fact we will write up the

equation (4.4) with the diagonalized form of the matrices. We will denote the diagonal

matrices by M̃ and Ẽ and the matrix of the eigenvectors by W.

λWM̃W−1I = WẼW−1I (4.8)

W
(
λM̃− Ẽ

)
W−1I = 0 (4.9)

As can be seen, (4.9) is also an eigenvalue problem with the same solution: λ = s2 =

−ω2 for the resonance frequencies, and Ik for the current distributions.

The matrix we can see on the left side of (4.9) is the di�erence of two circulant matrices

and hense is also circulant. Therefore, the eigenvalue solutions can be calculated easily.

For an arbitrary circulant matrix with the �rst column vector A (the other columns

are shifted versions of the �rst) the vector of eigenvalues Ã is given by the following

expression:

Ã = WTA (4.10)

In other words, the Discrete Fourier Transform of the elements of the �rst row or

column. If we denote the eigenvalues of the magnetic matrix by M̃k and the ones of the

electric matrix by Ẽk (which are in the diagonals of matrices M̃ and Ẽ) then the solutions

of (4.9) are the followings:

λk =
Ẽk

M̃k

(4.11)

Ik ∝Wk (4.12)

That is, the possible current distributions at the resonant frequencies are proportional

to the DFT vectors. Note that since the matrices E and M are symmetrical, the solutions

are made up of degenerate solution pairs, that is, for any relevant k, λk = λN−k.
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The fact that the solutions are the DFT vectors means that the physical current

distributions associated to the real parts of the solutions in (4.12) are cosinusoidal (or

sinusoidal - just a constant phase shift) around the coil with a k number of cycles. As we

mentioned in section 4, a sinusoidal current distribution on a cylindrical surface with one

period per round produces a homogeneous transverse magnetic �eld inside the cylinder,

so the solution with the index k = 1 is suitable for coil operation. However, with some

calculations one can show that this k = 1 and its degenerate pair k = N − 1 are the only

modes that produce a nonzero homogeneous magnetic �eld in the cylider [17].

Finally, we need to calculate the speci�c eigenvalues of matrices E and M. In the

following only the former is presented, because the latter can not be expressed simpler

than the explicit DFT of the parameters M0,M1 etc. However, the computation of these

parameters from the geometric properties of the coil can be found in Appendix A.

The eigenvalues of E can be calculated directly with the DFT elements. The �rst

column vector of the matrix is denoted by E.

Ẽk = DFT(E) =
N−1∑
m=0

Eme−i2πkm/N = −2

(
1

C1

+
1

C2

)
+

1

C2

e−i2πk/N +
1

C2

e−i2πk(N−1)/N

(4.13)

The last exponential can be written in simpler form using the identity e−i2π = 1:

Ẽk = −2

(
1

C1

+
1

C2

)
+

1

C2

e−i2πk/N +
1

C2

ei2πk/N (4.14)

Finally, the two exponential terms may be combined to a cosine:

Ẽk = −2

[
1

C1

+
1

C2

(
1− cos

(
2πk

N

))]
(4.15)

Using this result and denoting tha magnetic eigenvalues simply by M̃k we �nally get

the resonance frequencies:

ωk =
√
−λk =

√
− Ẽk

M̃k

=

√
2

M̃k

[
1

C1

+
1

C2

(
1− cos

(
2πk

N

))]
(4.16)

Here k indices the spatial frequency or wavenumber in cycles per round as the res-

onant frequencies are those at which the propagating wave has an integer number k of

wavelength around the structure. Therefore the spatial frequencies given in (4.16) can

also be interpreted as a discrete dispersion relation for waves traveling in the coil.

Note that the birdcage coil has another resonant mode that cannot be expressed with

mesh currents. This is when equal currents are �owing in the same direction in each
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endring, and has a resonance frequency depending on the self- and mutual inductances

of the endrings. Since this mode - referred to as co-rotating or CR mode - is not used in

this thesis, nor in MR technology, the desription of this mode will not be detailed here.

Of course this simple thread I presented above can be also found in the literature,

for example in [18], yet I personally �nd the local appearance of the Discrete Fourier

Transform beautiful and I believe that the understanding of this concept can help to get

a deeper insight to Fourier analysis, a tool used to describe an amazingly wide range of

natural phenomena.

Now we got all the information needed to design, build and investigate the Birdcage

coils for our imaging probehead. Given the results above we can predict the resonant

behavior of the built coil from its capacitance and inductance parameters. The capacitance

values of the used capacitors are of course given, the magnetic couplings can be calculated

from the geometric parameters of the coil in the way described in Appendix A.

In practice however, Birdcage coils for proton are usually designed using the Birdcage

Bouilder, a software by PennState Hershey College of Medicine [21]. This application is

not only capable to predict the resonance frequencies in free air like the model described

in above, but can also take into account that the coil is usually placed into a shielding

tube that a�ects the RF operation and resonance frequencies. With this software, these

e�ects can also be predicted and the coil can be designed right into the RF shielding.

However, a disadvantage of this application is that it cannot design coils for arbitrary

Larmor frequencies, only the ones the proton has in the commonly used magnetic �eld

srengths.

Now we move on to the work�ow of the coil construction and characterization, both

for the coils built for Sodium and Hydrogen nuclei.
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5. Construction and investigation of RF

coils

In this chapter the detailed description of the work with the radiofrequency coils is

presented. First the process of construction then the testing measurements are shown, in-

cluding the resonance frequency check, the pulse length calibration and the measurement

of B1 homogeneity. These parts are described for both Sodium and Hydrogen coils.

5.1 Construction of 23Na and 1H coils

The �rst constructed coil was the one for Sodium nuclei. This decision was made due

to the lower gyromagnetic ratio and thus the lower Larmor frequency of the Sodium

nucleus. In our 7T system Sodium nucleus has the Larmor frequency of 79.4 MHz while

the proton or Hydrogen nucleus has the one of approximately 300 Mhz. The latter is

within the range of Ultrahigh Frequency (UHF) and therefore more problems seemed to

arise when working with it previously in our lab. It was hence considered a good idea to

get some experience with the Birdcage circuit in lower frequency �rst and then move on

to the UHF version.

Building the Sodium coil

The Birdcage coil built for Sodium nuclei was designed using the mathematical model of

the Birdcage resonant frequencies described in section 4.1, the magnetic couplings were

calculated with the method shown in Appendix A. However, these methods only predict

the behavior of the system in the free air or vacuum, but of course in practice the coil is

surrounded by metal parts, either of the NMRmagnet itself or the RF shielding. The latter

is a non-ferromagnetic metal tube in which the probehead is usually placed during the

experiment to shield all high-frequency electromagnetic interactions that would adversely

a�ect the coil operation. This shielding a�ects the coil operation usually by increasing

the resonance frequency and changing the impedance matching. Hence Sodium has a

gyromagnetic ratio di�erent from the proton we could not use the Birdcage Builder [21]

described in section 4.1 to calculate the e�ects of shielding. Therefore the only possibility

was to design the coil to have a resonance frequency somewhat lower than the Larmor

frequency of the Sodium nuclei, and hope that inside the magnet or the tube the shielding

e�ect will increace its frequency to Larmor frequency. In the literature we found that an
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appropriate RF shielding will increase the resonance frequency with about 15 - 20 % [18],

therefore we designed the Sodium coil to have a frequency approximately this much lower

than the Larmor of the Sodium.

The parameters and the calculated frequencies of the designed Sodium coil are shown

in Figure 5.1. The highpass type was chosen for this coil where there are no capacitors

dividing the legs, only between endring segments.

Figure 5.1: Physical parameters and calculated resonance frequencies for each wavenum-

ber of the Sodium coil. The useful mode of wavenumber k=1 is highlighted with blue.

The coil was made up of 6 copper segments of a shape "I" �xed onto a cored PVC

holder with superglue, leaving a gap between any two segments. For insulation checking

the resistance between each neighbouring segment was measured by an Agilent U1732C

Handheld LCR Meter. We found that the resistence is in the MΩ order of magnitude in

each case. After that, capacitors of 220 pF were soldered to each gap. The data sheet

of these capacitors is linked in [22]. These capacitors have a tolerance of 10 %, however

for the coil building we measured the capacitance of each with the same LCR meter and

used only the ones that have a value within 2 % of the nominal value. The used copper

segments, the assembled layout and the built coil with the capaticors are shown in Figure

5.2.

For capacitor control we measured the capacitance between each segment after all the

capatitors were soldered. We found that these capacitance values are all around 529 pF

with a deviation of 3 pF. This justi�ed that we used capacitors with proper values and

all of them were properly soldered. This information is also useful in the case when one of

the capacitors break due to mechanical damage as then the capacitance of the two given

neighbouring segments will change (as well as the capacitance between all the others but
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Figure 5.2: Left: one of the six copper segments of the coil. Middle: All the segments �xed

onto a PVC holder with a gap between each. Right: The built coil with all the capacitors

soldered.

those will show less alteration). In this way we can determine which capacitor needs to

be changed with simple capacitance measurements.

After that we have fastened our coil to a probehead frame previously built by Anita

Karsa [23]. With this frame the coil could be placed inside the magnet and can be driven

through an SMD plug. The frame is made up of copper rods and PVC discs for mechanical

stability. For impedance matching we used a non-magnetic trimmer capacitor in series

between the signal and the end of one of the segments. The scheme of the circuit and the

probehead frame with our coil and the trimmer capacitor is shown in Figure 5.3. Note

that as can be seen in this �gure we used both of our coils in linear mode thus creating

linearly polarized B1 �elds. We did this because we did not have the required 90◦ RF

hybrid circuit for quadrature drive.

Figure 5.3: Left: scheme of the Birdcage and the impedance mathing trimmer capacitor.

Right: Probehead frame built by Anita Karsa [23] with our coil and the trimmer capacitor

(white) fastened on it.

The whole probehead with the coil, the trimmer capacitor and the SMD plug is shown

in Figure 5.4.
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Figure 5.4: The whole probehead with the frame, the Sodium Birdcage coil and the

trimmer capacitor. The SMD plug is at the bottom of the probehead on the left.

Building the proton coil

The construction of the proton coil was somewhat di�erent than of the Sodium. First,

PVC contains Hydrigen so it is not suitable for the coil holder, instead we used Polyte-

tra�uoroethylene often referred to as Te�on of PTFE for mechanical mounting. Second,

in this time the conducting parts of the coil were made out of adhesive copper foil with

a thickness of 50µm. Furthermore, this time we could use both the Birdcage model de-

scribed earlier and the Birdcage Builder software as we designed this coil for proton in a

commonly used 7T system. For the proton coil we chose the bandpass design where both

the endrings and the legs are divided by capacitors.

In our �rst coil we used 22 pF capacitors in the endrings and 18 pF capacitors in the

legs as these were the closest values to what the Birdcage Builder gave us for 300 MHz and

without the use of the shielding tube, in a case where only the NMR magnet behaves as

shielding. However, we found that in this way the resonant frequency of the appropriate

resonant mode will be too high when the probehead is inside the magnet as it was

about 306 MHz. This small di�erence in the resonance frequency is a major problem

as the Birdcage coil is not a tuneable design. As the capacitance values are given, the

only possibility remains is that we estimated the magnetic couplings a bit imperfectly.

Therefore, we got the formula of the Birdcage resonance frequencies in (4.16), substitute

our capacitance values in it and make it equal to 306 MHz in the k = 1 case. From

this we could reestimate the M̃k magnetic couplings from which we could determine the

needed capacitance values for a resonant frequency of 300 MHz. We got that the exact

needed capacitance value is 21.14 pF. Since we did not have the exact value we used the

same 22 pF capacitors both in the legs and the endrings. According to the formula this

would result a resonance frequency of 298.6 MHz which is much closer to the desired

300 MHz than the original 306 MHz. In the followings we describe this version where all

the capacitors were of 22 pF.
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The physical parameters of this proton coil and the resonance frequencies in air cal-

culated with our Birdcage model are shown in Figure 5.5.

Figure 5.5: Physical parameters and calculated resonance frequencies for each wavenum-

ber of the proton coil. The useful mode of wavenumber k=1 is highlighted with blue.

In this case �rst the adhesive copper coil was cut and glued to the Te�on tube in

the suitable way. After that the capacitors were soldered and �xed with superglue. The

capacitors were tested one by one in order to reduce the tolerance of the used capacitance

values to 2 % just like at the Sodium coil. The insulation check was done in the same

way and with the same result as in the case of the Sodium coil. The capacitance check

was also done in the two sides of every capacitor. The capacitance values were between

40.5 and 42.5 pF between the two sides of any leg capacitor, and between 36 and 38 pF

between the two sides of any endring capacitor. Because of the imperfect cunductance of

the copper foil adhesive the connections between foils were also soldered to each other.

The Te�on holder with the sticked foils and the completed coil are shown in Figure 5.6.

Figure 5.6: Left: Te�on holder with all the copper foils �xed to it. Right: Completed

proton Birdcage coil.

Thereafter the coil was �xed onto the same probehead frame with the same trimmer

capacitor as the Sodium coil. The fastening of the coils was made in such a way that the
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coils could be changed easily without alternations on the probehead frame, making sure

that the two coils are placed in the same position inside the magnet. The proton coil on

the probehead is shown in Figure 5.7.

Figure 5.7: Probehead with the proton Birdcage coil �xed to it.

I seize the opportunity here to compare our Birdcage model with the widely used

Birdcage Builder software. If we set the latter to design a coil with the same geometrical

parameters as our coil with 22 pF leg capacitors to 300.52 MHz at 7T without shielding

we got that the endring capacitors need to be the value of 17.08 pF. If we put these

capacitance values and the same geometry to our model implemented in Matlab, it says

that such a coil will have a resonant frequency 297.376 MHz in air. This means that our

model is capable to predict the unshielded resonance frequencies with a high accuracy as

it provides a result that is only 1.06 % di�erent from the one given by the commercially

used software.

5.2 Checking resonance frequencies

After the coils were built and �xed to the probehead frame their resonance frequencies

were checked using the NMR spectrometer's wobble function. This means we swept a

wide range of frequencies with the signal and measured the signal re�ection as a function

of frequency. As commonly known, a resonator will have a sharp minimum of its re�ection

when the frequency of the signal equals to the resonance frequency of the circuit. Therefore

by observing the minimums in the frequency-dependent re�ection, also called the wobble

curve, we are able to determine the resonance frequencies of the given circuit.

In our case these measurement consisted of two parts for both coil. First we checked

whether our model predicted the resonance frequencies in air correctly. In this part the

coils were measured outside the magnet with a wide frequency range to observe as many

resonant modes as possible. Thereafter we put the probehead into the magnet and mea-

sured the resonance frequency of the only mode (k = 1) useful for us inside the magnet.

In this time we only swept the signal frequency in a range of a few MHz's as we are
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interested in the exact resonance frequency of only one mode. We also checked if we can

match the impedance of our circuit to 50 Ω to minimize signal re�ection at the given

frequency.

Resonance frequencies of the Sodium coil

The wobble curve measured with the coil outside the magnet and the calculated resonance

frequencies are shown in Figure 5.8. We have marked the measured and the calculated

frequencies of each mode on the wobble curve for easier comparison.

Figure 5.8: Calculated resonance frequencies and the measured wobble curve with the

Sodium coil outside of the magnet. Observeable minimums are marked with blue arrows

for better recognizability, calculated frequencies are marked with orange arrows for easier

comparison.

As can be seen the resonant frequencies in air are well predicted except the one of the

mode k = 0.

After that we put the probehead with the Sodium coil into the magnet and performed

another wobble experiment with a narrow frequency range around Sodium Larmor fre-

quency 79.4 MHz. As we have mentioned it before, we designed the coil to have a resonance
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frequency somewhat lower than this in air in order to reach the Larmor frequency inside

the magnet. Therefore, we could only hope that inside we would approach the desired

79.4 MHz. The wobble curve is shown on Figure 5.9.

Figure 5.9: Wobble curve of sodium coil inside the magnet. Vertical red line marks the

Larmor frequency of Sodium.

As can be seen we did not reach the exact Larmor frequency marked with red vertical

line. As mentioned before, this di�erence is not neglectible since the Birdcage coil is not a

tuneable design. The problem was solved quite haphazardly. We found an unused Te�on

tube in the lab with a copper ring on the bottom of it shown in Figure 5.10. There are

some examples in the literature where a Birdcage coil is tuned by adding an additional

conducting ring around it that a�ects the inductive couplings in the system, increasing

the resonance frequencies (behaving like an additional shielding). We simply pulled this

tube over our coil, and retried the wobble experiment. The result shown in Figure 5.11

is surprisingly �ne.

However, these measurement were made without any sample, nonetheless a sample

can modify the tuning and matching. Therefore the wobble measurement was repeated

with the coil �lled with 1 Mol aqueous solution of salt. In this case with a little setting

of the screws that �x the probehead into the magnet we could achieve a same result as
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Figure 5.10: Te�on tube with a copper ring on it used to tune the Sodium coil.

Figure 5.11: Wobble curve of Sodium coil inside the magnet with the Te�on tube with

the copper ring pulled on.

the one in Figure 5.11. The observation that by adjusting the �xing screws the resonance

frequency can be modi�ed within a range of tenth of percents was used heavily for the

proton coil.

Both the results in Figure 5.9 and 5.11 are obtained after adjusting the trimmer

capacitor on the probehead, or in other words, both are matched results. This was done

in order to minimize signal re�ection by setting the impedance of the circle as close to

50 Ω as possible. In MR technology, signal re�ection is usually expressed in decibels as

follows:
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R[dB] = 20log

(
Urefl
Uin

)
= 10log

(
Prefl
Pin

)
(5.1)

In imaging processes the rule of thumb is the re�ection to be below -15 dB. From

results shown in Figure 5.9 and 5.11 one can calculate that we achieved a re�ection of

about -30 dB in this case, which is excellent. Although we were not always able to reach

this value, the re�ection was always well below -20 dB in our experiments.

Resonance frequencies of the proton coil

For the proton coil the resonance frequency chech was done in the exact same way. The

wobble curve measured with the coil outside the magnet and the calculated frequencies

are shown in Figure 5.12. The frequency according to k = 0 is too high for our ampli�er

and therefore this mode was not measured.

Figure 5.12: Calculated resonance frequencies and the measured wobble curve with the

proton coil outside of the magnet. Observeable minimums are marked with blue arrows

for better recognizability, calculated frequencies are marked with orange arrows for easier

comparison.
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As can be seen, the resonance frequencies are quite well predicted except the k = 1

one where there is an error of about 2.5 %. After this we put the probehead with the

proton coil inside the magnet and obtained another wobble curve with a narrow frequency

range. The result is shown in Figure 5.13.

Figure 5.13: Wobble curve of proton coil inside the magnet. Vertical red line marks the

Larmor frequency of the proton.

In this case the re�ection is about -25 dB, and the resonance frequency is somewhat

di�ers from Larmor, but we found that such a small di�erence does not a�ect the mea-

surements, and if still does, then can be easily corrected by adjusting the �xing screws.

This experiment was also repeated with water samples in the coil, resulting quite similar.

In some cases when the sample was large or when the gradient coils were already on the

probehead we heavily used the adjustment of the probehead �xing screws as a method

of tuning the circuit. In this way the proton coil could be tuned in a range of 1-2 MHz's.
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5.3 Pulse length calibration

In order to perform NMR or MRI experiments we need to control the excitation, in

other words, we have to know how the spins are a�ected by a radiofrequency pulse of a

certain length. As mentioned at the end of section 2.2 an RF �eld oscillating with Larmor

frequency can turn the spins in the rotating reference frame with an angle determined by

the formula (2.30). As a reminder, the angle is the following:

∆θ = γb1τ (5.2)

As described at the signal detection part we can only measure the transverse compo-

nent of the magnetization which can be calculated with the sine of the angle between the

magnetization and the z axis, i. e. the sine of ∆θ in the above equation. Therefore with

a given RF �eld strength b1 our signal S depends on the pulse length τ as follows:

S ∝M⊥ ∝ sin(∆θ) = sin(γb1τ) (5.3)

This phenomenon that the NMR signal sinusoidally depends on the pulse length is

called Rabi oscillation [24].

To determine the pulse length needed for excitation of a certain angle we performed

an experiment to measure this Rabi oscillation. That is, we measured the signal as a

function of pulse lenght and observed the sinusoidal dependence. With such data one can

easily calculate the needed pulse length for every excitation angle.

Pulse lengths of the Sodium coil

For the Sodium coil we measured the NMR signal of 1 Mol aqueous solution of salt.

The sample geometry was cylindrical with a height of 15 mm and a diameter of 10 mm,

therefore containing 1178µl sample. The pulse length was swept from 25µs to 1750µs with

a step interval of 25µs. The pulse sequence was a simple FID experiment, the signal was

considered to be the integral of the absolute value of the FID after a baseline correction

multiplied by the sign of the real part of the FID. In this way the noise can be eliminated

as it has zero mean value after the baseline correction. The result is shown in Figure 5.14.

With simple Fourier analysis the frequency of the sine in Figure 5.14 is 1328.125 Hz,

from which the pulse length needed for an excitation of 90◦ is 188.2 µs.
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Figure 5.14: NMR signal of 1178µl salt solution sample with Sodium Birdcage coil as a

function of pulse length.

Pulse lengths of the proton coil

The pulse length calibration for the proton coil was done with the same method. This

time the sample was somewhat bigger with a height of 18 mm and the diameter of 12 mm

in a cylindrical geometry, therefore consisted 2036µl of distilled water. This time we swept

the pulse length from 15µs to 1050µs with steps of 15µs. The NMR signal is also given

here by the integral of the FID just like in the case of the Sodium coil, for the same

reasons. The result is shown in Figure 5.15.

With a same Fourier analysis one can obtain that the frequency of the sine is 2148.44 Hz,

from which the pulse length of a 90◦ excitation is 116.4 µs. The di�erence between the

Sodium and the proton pulse length is due to three factors: their gyromagnetic ratio, the

amplitude of the transverse �eld produced by the coil with unit current, i. e. the RF coil

e�ciency, and the di�erences of the signal ampli�ers used for Sodium and proton.

Remark

It is important to notice that performing the excitation at the exact Larmor frequency

is of utmost importance in this experiment. In both of the experiments presented above

the excitation frequency was equal to the Larmor frequency within a tolerance range
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Figure 5.15: NMR signal of 2036µl water sample with proton Birdcage coil as a function

of pulse length.

of ± 10 Hz. To demonstrate the consequences of deviations from Larmor frequency we

performed another experiment with the Sodium coil where the excitation frequency was

intentionally shifted by 300 Hz which equals to 3.78 ppm. In this case the rotating coordi-

nate system has a di�erent angular frequency than the rotating spins, therefore nonzero

rotation of the spins could be experienced even in the rotating frame. Consequently, our

excitation will be imperfect due to the o�-resonance condition, i. e. the term (ω − ω0)

in (2.27) will be nonzero, so our spins will not simply turn around the x′ axis of the

rotating frame but will have a rather complicated trajectory during the excitation. This

means that the sinusoidal depencende of the signal from the pulse length is no longer

valid, therefore the pulse length calibration will give a false result. This e�ect increases

with the pulse length so it can be neglectable for common excitations of 90◦ and 180◦ but

becomes signi�cant in larger angles and pulse lengths.

Another disadvantage of the frequency o�set that the signal demodulation is incom-

plete, meaning the FID signal is oscillating. This can be demodulated manually during

the data processing, but we will not be able to determine the sign of the FID signal since

the imperfect excitation leads to a phase shift in the signal that intricately depends from

the pulse length. Hence we can only determine the absolute value of the FID signal. This

is shown in Figure 5.16. The aberration of the Rabi oscillation is clearly observable.
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Figure 5.16: Absolute value of NMR signal as a function of pulse length on salt solution

sample. The excitation frequency is purposely shifted from the Larmor frequency to show

the consequences of the o�-resonance condition.

5.4 Measurement of B1 �eld homogeneity

To perform more complicated pulse sequences with severe excitations we have to ensure

that the pulse length needed for a certain angle is approximately the same in the whole

sample volume, that is, the produced B1 �eld is homogeneous enough. The �rst method

to measure B1 homogeneity uses the information provided by the Rabi oscillation. If the

RF �eld is perfectly homogeneous in the sample volume the NMR signal has an exact

sinusoidal shape (we now neglect the e�ect of T2 relaxation during the excitation as the

characteristic time T2 is 30× greater than longest the pulse at Sodium and 1000× greater

at proton). However if the �eld is inhomogeneous in the sample volume the spins in various

parts of the sample will be rotated with a di�erent angle, therefore the net magnetization

will decrease. This e�ect becomes more signi�cant as the pulse length increases, causing

the envelope of the Rabi oscillation curve to decrease. This reduction exist in both of the

measured data shown in Figures 5.14 and 5.15, although it s more observable in the case

of the proton coil where the sample volume was larger.
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It is a rule of thumb in this topic that if the amplitude of the NMR signal after an

excitation of 810◦ is at least 70 % of the signal acquired after a 90◦ pulse then the RF �eld

is su�ciently homogeneous in the sample volume [25]. In our experiments we measured

the amplitudes as the maximal signal value in the �fth and the �rst "half-wave" of the

sines.

In the case of the Sodium coil this ratio is comparable to the T2 decay in this time

interval, telling us that the produced B1 �eld shows excellent homogeneity in this cylin-

drical sample volume of height 15 mm and diameter 10 mm:[
S(810◦)

S(90◦)

]
Na

= 95.5% (5.4)

The Rabi oscillation measured with the proton coil on water sample shows a greater

reduction, but is also far above the compliance limit:[
S(810◦)

S(90◦)

]
H

= 79.5% (5.5)

That means the the proton coil also provides a su�ciently homogeneous RF �eld in

the cylindrical volume of height 18 mm and diameter 12 mm.

B1 mapping in the Sodium coil

There is another method to measure the radiofrequency �eld homogeneity that provides

more information of the �eld distribution called B1 mapping. This means that we use a

little sample in di�erent positions inside the coil and measure the pulse length needed

for a certain excitation angle, from which the �eld amplitude can be calculated using the

excitation angle formula in (2.30):

b1 =
∆θ

γτ
(5.6)

For metrology reasons one should measure the pulse length of an angle where the Rabi

oscillation curve is steep, like 180◦. In this way if we have an error in the signal amplitude

it will cause a little error in the calculation of the needed pulse length. If we measure the

pulse where the curve is �at like at 90◦ then a little mistake in the signal amplitude will

cause a great error in the calculated length. Mathematically this can be expressed as the

problem is well conditioned if we measure where the Rabi curve is steep [26].

The measurement procedure with the Sodium coil was the following. We got a cylin-

drical sample of height and diameter of 4 mm consisting about 50µl 1 Mol salt solution,

and put it into 9 di�erent positions along the axis of the coil. In every position we mea-

sured the FID signal with numerous pulse length around the 180◦ excitation. In this
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region the sine of the Rabi curve can be approximated linearly as the next element in its

series expansion is zero. Therefore as we measured near to the 180◦ we could �t a linear

curve to the points whose zero-section determines the exact pulse length needed for a

180◦ excitation, from which the B1 �eld is easily calculated using (5.6). The signal value

was determined as the integral of the FID after baseline correction with the same method

as the Rabi oscillation measurements.

In Figure 5.17 one of the measured position and the calculated B1 �eld values are

shown. It can be seen that in the central 4 cm of the coil the �eld value variates less than

±5%. On the right, the e�ective value of the �eld is shown as our coil produces linearly

polarized transverse �eld, therefore the spins rotate as it was a circular �eld with a half

amplitude as we have seen in (2.24).

Figure 5.17: Left: FID signal vs. pulse length around the 180◦ excitation with the sample

on the coil axis, 12 mm from coil centre and the �tted linear curve. Right: Calculated

e�ective RF �eld in di�erent positions on the coil axis.

This method unfortunately was only applicable to the Sodium coil because of the

background signal of the proton coil. In essence, even if measured without sample the

proton coil gives a signal small enough to be neglected in an NMR or MRI measurement

but large enough to be comparable of the signal achieved with nearly 180◦ excitation

of a small sample. The amplitude and time course of this background signal was even

dependent of the pulse length making it impossible to perform a similar measurement

on the proton coil. Of course this could have been done using much bigger samples or

measuring near the 90◦ pulse, but the �rst would highly reduce the resolution of the

mapping and the second would strongly amplify the error in the calculated �eld as the

problem becomes poorly conditioned. Because of these reasons we decided not to perform

a similar mapping in the proton coil hence we already know from the Rabi oscillation

that the homogeneity of the coil is suitable in the desired sample volume.
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Part II

The gradient system



6. General description of gradient �elds

in MRI

As we have seen in section 2.6 the imaging process requires the magnetic �eld to vary

in space linearly as the diferent Larmor frequencies will encode the location of the spins.

In this chapter a brief overview of the gradient �eld theory is presented, including the

desired optimal �elds and also the conceptual obstacles that limit the availability of such

�elds.

To get started, we repeatedly mention that although its magnitude can and does vary

in space and time, the desired optimal gradient �eld is always parallel to the main static

�eld B0 and does not have a transverse component which would be perpendicular to the

static �eld. (Note that we do not talk about the RF �eld now, only the main �eld and

the gradients.)

Therefore the �eld can be expressed in the following way, with the main �eld parallel

to the z axis of the coordinate system:

B(r, t) = (0, 0, B(r, t)) (6.1)

We would like to have such a �eld that varies in space linearly, but the magnitude of

the variaton, i. e. the gradient strength can also change in time as we switch gradients on

and o� in an imaging experiment. When expressing it mathematically, we want the only

nonzero component of the �eld to be the following:

B(r, t) = B0 + G(t)r = B0 +Gx(t)x+Gy(t)y +Gz(t)z (6.2)

In (6.2) the vector G is called the gradient, as it really is the gradient of the z

component of the magnetic �eld. An example of the x gradient is shown in Figure 6.1.

Unfortunately there is a serious problem with this concept: Maxwell's equations forbid

the existance of a �eld described in (6.1) and (6.2). Speci�cally the existance of the z

component of the gradient violates the condition ∇B = 0 as an above �eld have a

divergence equal to Gz while the other two components of the gradient contradict the

equation ∇ × B = µ
(
J + ε∂E

∂t

)
. Note that although theoretically the needed rotation

could be achieved by suitable currents and time-varying electric �elds, in practice non

of them can exist as the sample or the patient does not conduct well enough for the

necessary current; and in the stationary solution when the gradient is constant in time

the absence of time-varying magnetic �eld exludes the existance of an appropriate electric

�eld.
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Figure 6.1: Illustration of the x gradient �eld. Note that the gradient vector points to the

x direction but the �eld only has z component.

All in all, the laws of electromagnetism prohibits a �eld whose variation in space is

perfectly linear. What can be done is to eliminate as many terms other than linear in the

series expansion of the magnetic �eld as possible.

However, there is another problem to take into account. Also due to Maxwell's equa-

tions if the magnetic �elds vary in space then it must have transverse components as well.

Fortunately these components are small enough compared to the main �eld and to the z

component of the gradient, therefore their e�ect is usually neglectable [6].

After this short summary of gradient �eld theory we now move on to the practical

realization of these gradients, i. e. to the gradient coils.
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7. Gradient coils in MRI

According to what we have previously seen, the method of magnetic resonance imag-

ing fully relies on linearly varying magnetic �elds; nevertheless, producing a �eld that

approximates a perfectly linear gradient described in (6.2) as close as possible is clearly

not trivial. The basic concept is having a coil that creates a magnetic �eld that varies

more or less linearly in a certain direction, but the speci�c coil types are and will be

subjects of development. The di�culty of the task is supported by the fact that designing

better and better gradient coils has become a profession itself.

It is not a purpose in this thesis to provide a deep insight to gradient coil designs,

we will focus only on the two basic coil types that were constructed as part of the built

imaging probehead, the Maxwell pair and the Golay coil. These designs were chosen to

our probehead because they are relatively simple to construct yet they produce a gradient

�eld good enough.

But what would we consider as a good �eld? The gradient �eld goodness considerations

follow directly from the imaging requirements. We want a coil and a �eld that:

• As linear as possible, i. e. many nonlinear terms vanish in the series expansion of

the �eld

• Has a homogeneous gradient in a large volume, that is, a volume where the spatial

derivative of the �eld remains almost constant. The tipical measurement of this is

the Diameter of Spherical Volume (DSV) that describes the maximal volume where

the variation of the gradient is less than 5 %.

• Has a good e�ciency, which means that it produces a large gradient value with unit

current �owing through the coil. The de�nition is simply the ratio of the gradient

strength and the current: η ≡ G
I
.

• In MRI technique it also a point that we would like to switch the gradient �eld on

and o� as fast as possible. This requires the self-inductance of the gradient coil to

be low, and the power supply to be fast. A high coil e�ciency can also help as then

we do not need large current values to produce the desired gradient.

In the following sections we present the two gradient coil designs chosen for our imag-

ing probehead followed by the detailed work�ow of the construction of the coils and the

investigation of their characteristics.
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7.1 The Maxwell pair

First we show the basic design of a coil that produces gradient parallel to the main �eld,

also referred to as z gradient. This coil has its name after Maxwell and it can be said

that this is the optimized version of the simplest coil one can imagine.

The design of the coil is shown in Figure 7.1. As can be seen the layout is made up of

two circular conductive loop that carry currents of the same magnitude and the opposite

direction.

Figure 7.1: Maxwell design as a simple z gradient coil.

With a coil design antisymmetric in the z direction like in this case, the even powers

of z are all zero in the series expansion of the �eld. The only parameter to be optimized

is the ratio of the radius and the distance of the loops. With simple calculation one can

found that if this ratio equals to
√

3 then the z3 term can also be eliminated, so the �rst

nonzero nonlinear term will be z5 which results in a reasonably homogeneous gradient

�eld.

Thanks to the simple coil design the calculation of the produced gradient �eld is

straightforward, from which one can obtain that the characteristic quantity of the gradient

homogeneity, the Diameter of Spherical Volume of this coil is approximately equals to the

loop radius r, while the coil e�ciency is approximately η = 0.66µ0
r2

= 8.058×10−7

r2
[Tm−1A−1].

Of course these results can also be found easily in the literature, for example in [20].
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7.2 The Golay coil

Producing a transverse gradient �eld like the ones in x and y direction is a bit more

complicated. Note that we cannot just use a rotated Maxwell pair as in this case we need

the �eld gradient to be perpendicular to the �eld itself like the one shown in Figure 6.1.

The scheme of the Golay coil used to produce transverse gradients is shown in Fig-

ure 7.2. As can be seen this is also a cylindrical design made up of four identical saddles.

The optimized parameters in this case are the axial distance of the two parts, the length

of the curved parts in terms of the cylinder radius, and the total length of the coil.

With calculations somewhat more complicated than in the case of the Maxwell pair one

can show that the gradient linearity will reach its optimum if these parameters are set

as written in Figure 7.2. The DSV of this design is about 1.2 r and the e�ciency is

η = 9.2×10−7

r2
[Tm−1A−1] as to be found in [20].

Figure 7.2: Golay design as a transverse (x or y) gradient coil.
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8. Construction and characterization of

gradient coils

In this chapter I present the work with the built z and x gradient coils including

the construction and the measurements of performance. For each coil we measured the

resistance and the e�ciency and also tested their homogeneity by performing 2D imaging

experiment on a grid phantom.

8.1 Construction of gradient coils

As mentioned before, our z and x gradient coils were of the types Maxwell and Golay,

respectively. Therefore during the design of the coils we only had one free parameter,

the coil radius. The inner diameter of the NMR bore was 40 mm so we had to �t our

probehead into this size. Therefore we decided the coils to have a medium diameter

35 mm. This is a medium diameter as both of the coils were made of foil insulated copper

wire of a diameter 1 mm, so the inner and the outer diameter was 34 mm and 36 mm,

respectively.

The coils are shown in Figure 8.1. Both of the coils are mounted on the same PVC

tube, the left �gure shows the state when the x gradient coil was not built yet.

Figure 8.1: Left: z gradient coil on PVC mount. Right: Both x and z gradient coils on

the same mount.

The gradients were driven by two Delta power supplies of type ES 015-10 and ES

030-10 with a maximum available current 10 A. To get an estimation of the achievable

gradient strength with this current limit we used the theoretical gradient e�ciency of

these designs mentioned in the previous chapter. The resulting values for our coils with

the given radius:

ηx = 3.00

[
mT

Am× turn

]
, ηz = 2.63

[
mT

Am× turn

]
(8.1)
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Since we would like to achieve the typical gradient strength of 40-100 mT/m used in

clinical devices we decided that both of our coil will consist 3 turns. In this way we could

achieve approximately 90 mT/m with 10 A. However, the Maxwell and Golay designs were

to describe coils with in�nitely thin conductors, with 3 turns of a wire with a diameter

1 mm this condition will no longer be satis�ed. We built both coils in a way that the

middle turn was placed into the theoretical position of the conductors.

The approximate �eld of view (FOV) can also be calculated from the theory of the

coils. Using the values given in the previous chapter our coils with the medium diameter

of 35 mm will have a DSV of 17.5 mm for the z gradient coil and 21 mm for the x coil.

Of course we had to ensure that the centres of the coils' �eld of views coincide in order to

maximize the intersection of the two FOV-s. This condition is satis�ed within a tolerance

of 1 mm.

I note here that due to the lack of free space in the NMR bore the outer arcs of the x

gradient coil were built about 3 mm closer to the coil centre than the Golay design would

say. Fortunately the x gradient �eld is produced mainly by the inner arcs therefore such

a small deviation of the optimal construction would hopefully not cause problems.

The PVC tube mounting the coils was �xed onto the probehead in a way that the RF

coil is located inside the tube with the centre of the two coils coincide within a tolerance

of 2 mm. The coil wires were equipped with banana plugs at the bottom of the probehead

for power supply. The probehead with the gradient coils is shown in Figure 8.2.

Figure 8.2: Probehead with x and z gradient coils and the RF coil inside.

8.2 Measurement of resistance

As previously mentioned the gradient coil current was provided by two Delta power

supplies with adjustable voltage and current limits. Since the current in the gradient

coils �ows only during a time interval of milliseconds or even below that, we could not

use the power supply's current display to measure the �owing current. We did not want to
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use oscilloscopes all the time for this purpose so we had to measure the total resistance of

the gradient coils and circuits. In this way we can calculate the current from the voltage

display as the voltage is constant due to the switching circuit built by Gyula Gyebnár.

The detailed description of the gradient driving system can be found in the Diploma

Thesis of Gyula Gyebnár [12] as this was a part of his job in the project.

The scheme of the gradient control circuit and the ptoho of the two circuits are shown

in Figure 8.3. The gradient switching was done by a FET controlled with a TTL signal

from the spectrometer.

Figure 8.3: Left: scheme of the gradient control circuit. Right: Built gradient control

circuits by Gyula Gyebnár.

We measured the resistance of the two gradient systems by applying various supply

voltages to the circuits and measuring the voltage across the resistive element Rmeasure of

50mΩ from which the current can be calculated. This element is made up of two parallel

resistances of 0.1 Ω, the blue ones in the above photo. Their voltage was measured with a

Tektronix TDS 310 oscilloscope. During the voltage measurement we could also observe

the gradient rise and fall times. One of the oscilloscope screens is shown in Figure 8.4.

As can be seen the gradient swithing is quite fast with the value of approximately 10µs,

though there is an oscillation in the current when switching o�.

We determined the resistance by �tting a linear curve to the voltage-current data

points with �xed intersection at the origin. The result is shown in Figure 8.5.
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Figure 8.4: Gradient rise and fall times observed with oscilloscope on the measuring

resistance.

Figure 8.5: Supply voltage vs. gradient current, the �tted linear curves and the resulting

resistances. Left: z gradient, right: x gradient.

8.3 Inspecting gradient e�ciency

In order to use appropriate pulse sequences we had to know how strong gradient �elds do

our coils provide with a given current, that is, their actual gradient e�ciency. We have

measured this by acquiring 1D images of phantoms with known geometry and analyzing

the results.

For the z gradient coil we used a quartz tube with two water parts in it separated

with a te�on plug as shown in Figure 8.6. We put this phantom into the proton coil with
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Figure 8.6: Quartz tube with two water parts separated by a te�on plug; a phantom used

for z gradient e�ciency measurement.

its geometric centre approximately to the coil centre and measured the FID sign with

di�erent currents �owing through the z gradient coil. In this way the Fourier transform

of the FID, i. e. the NMR spectrum will be the projection of the spin density onto the

gradient direction, in other words, a 1D image of the sample. Therefore with a phantom

shown in Figure 8.6 we achieved spectra with two distinct peaks associated to the two

parts of water. As the gradient strength increases the distance between these peaks be-

comes larger (and of course their width as well) so the gradient e�ciency can be obtained

by measuring the peak distances on the spectra. The ratio of the frequency shift ∆f and

the distance of the two water parts ∆x is proportional to the gradient strength G:

∆f =
∆ω

2π
=

γ

2π
G∆x =

¯
γG∆x (8.2)

In Figure 8.7 one of the spectra acquired with z gradient is shown as well as the peak

distances as function of the applied gradient current with the �tted linear curve and the

resulting gradient e�ciency.

As can be seen the result is near to the theoretical e�ciency of 7.89 mT/Am for our

3-turn coil from (8.1), the di�erence is about 8.2 %.

For the x gradient coil we �rst tried to use the same method of measuring the peak dis-

tances. For this purpose we fabricated another phantom with two horisontally separated

quartz tubes �lled with water and planned to acquire images with x gradient on. However

when we tried to do the measurements we found that even without the application of
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Figure 8.7: Left: Spectrum of phantom with 2 water parts with 0.6A current �owing

through the z gradient coil. Right: Peak distances vs. z gradient current and the �tted

linear curve with �xed intercept at the origin.

gradients the spectra were extremely wide and noisy due to main �eld inhomogeneities

probably caused by the complicated structure of the phantom. We could not correct this

inhomogeneity with the device's shimming coils that serve this purpose so this kind of

experiments became impossible.

Figure 8.8: Cylindrical water phantom for x gradient e�ciency measurement. Left: Closed

sample holder. Right: Opened sample holder with the water in it.

Because of this we decided to measure the x gradient e�ciency with another method.

We put a cylindrical water sample shown in Figure 8.8 of height 10 mm and diameter

12 mm into the coil and measured the spectra with di�erent gradient currents. With this

sample the main �eld remained su�ciently homogeneous so this experiment could be

carried out. The idea was that if we apply a gradient during the acquisition, i. e. measure

the 1D image of the phantom the spectra will broaden due to the �nite width of the
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sample. This broadening will of course increase with the gradient currents and therefore

suitable for measuring the gradient �eld strength.

In Figure 8.9 one of the spectra acquired with x gradient is shown as well as the

spectrum widths vs. the x gradient current with the �tted linear curve with �xed intercept

at the origin.

Figure 8.9: Left: Spectrum of cylindrical phantom with 5 A current �owing through the

x gradient coil. Right: Total spectrum width vs. x gradient current and the �tted linear

curve with �xed intercept at the origin.

In this case the real e�ciency is found to be signi�cantly lower than the theoretical

value of 9 mT/mA, the di�erence is about 16.1 %. This deviation is either due to con-

struction errors in the x gradient coil or due to measurement inaccuracy as the linear

curve does not �t too well onto the data points as can be seen in the large standard error.

However, a more accurate determination of the gradient strength can be done by 2D

imaging of a sample with known geometry. We performed such measurement on the same

cylindrical phantom shown in Figure 8.8 with an imaging sequence and reconstruction

algorithm developed by Gyula Gyebnár. The detailed description of the imaging process

can be found in Gyula's Diploma Thesis [12]. The idea is the following. We reconstruct

the 2D image of the phantom with simple 2D inverse Fast Fourier Transform (FFT) thus

getting the image with frequency scales in both directions. If we measure the extension of

the sample in this image we can determine how broad was the frequency range produced

by our gradient coil in the interval of the sample size. From this the gradient strength

can be calculated easily using the formula (8.2).

The 2D image of the phantom is shown in Figure 8.10.

The size of the sample in this frequency scale was determined by the average width

of the single-column and single-row slices of this 2D image, while the error of this result
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Figure 8.10: 2D image of the cylindrical phantom reconstructed by plain 2D FFT, with

the frequency scales.

is descibed with the standard deviation of these widths. One of these slices is shown for

both x and z directions in Figure 8.11.

Figure 8.11: Left: Slice of the 2D image of the cylinder in x direction. Right: Slice of the

2D image in z direction.

The calculated gradient strengths are the followings:

ηx = 8.74± 0.15
mT

Am
, ηz = 8.90± 0.18

mT

Am
(8.3)

These results di�er from the theoretical gradient e�ciencies by 2.9 % (x) and 12.8 % (z).

As can be seen these results have an error much smaller than the one acieved with the

spectrum broadening measurement and therefore these values should be considered as

the valid ones.
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8.4 Gradient homogeneity testing with grid phantom

Finally we wanted to get some information about the gradient �eld homogeneities. An

obvious method to do this is performing imaging experiments of phantoms with known

geometry and analyzing the acquired images and their geometric distortion. The measure-

ments were performed using the pulse sequences and reconstruction algorithm developed

by Gyula Gyebnár. A detailed description of these can be found in Gyula's Thesis [12].

For this purpose we used a cylindrical Telfon cylinder with numerous mortises �lled

with water forming a grid as shown on the left in Figure 8.12. The diameter of the mortises

is 2 mm while the lattice constant, i. e. the distance of the center of neighbouring holes

is 4 mm. We performed a 2D experiment of this phantom in a plane where the mortises

form a grid. The resulted image is shown on the right in Figure 8.12.

Figure 8.12: Left: Telfon cylinder with water-�lled holes forming a grid. Right: Recon-

structed 2D image of the phantom. Image inverted for better visibility.

As can be seen, geometric distortion is present in the edges of the image probably due

to the fact that our phantom has a diameter of 20.6 mm measured along the diagonal

which is greater than the DSV of the z gradient coil and approximately the same as the

DSV of the x coil. The caused image distortions can be corrected with proper image

processing, but the investigation of such a correction is beyond the limits of this thesis.

However, images acquired of more complicated samples like cucumber of tomato slices

show that even without such a correction we can achieve satisfying image quality. Some
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of these images acuired with our probehead, pulse sequence and reconstruction algorithm

are shown in the following �gure.

Figure 8.13: Images acquired with our probehead. Up left: Slice of cucumber. Up right:

Slice of tomato. Down: Peapod with two peas in it.
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9. Summary and conclusion

In this thesis work I aimed to build and characterize imaging probeheads for an NMR

spectrometer operating at 7T. First I implemented a Matlab algorithm to predict the

resonance frequencies of an unshielded Birdcage resonator with arbitrary geometry and

used it to design my own coils for Sodium and Hydrogen nuclei. Thereafter I succesfully

constructed the coils for these two nuclei and proved that their resonant behavior coincide

very well with the predictions. After that I calibrated the needed pulse lengths for given

excitation angles and veri�ed that both coils provide su�ciently homogeneous transverse

B1 �eld.

Then I constructed two gradient coils of type Maxwell and Golay for our system and

calculated their theoretical gradient e�ciency and �eld of view. To drive the gradient

coils with power supplies of given voltage I measured their resistance and showed that

the gradient current can be switched in about 10µs with the control circuit built by

Gyula Gyebnár [12]. This switch rapidity allows the application of conventional MRI

pulse sequences.

Thereafter I measured the gradient e�ciency of the coils using di�erent phantoms and

methods and found it to be similar to the theoretical values of these designs. Gradient

homogeneity was tested with a grid phantom; the measurement showed no signi�cant

inhomogenities (i. e. geometric distorsions) inside the �eld of view.

Performance of our probehead on actual samples was investigated by 2D imaging of

various vegetables e.g. cucumber and tomato. Some of the acquired and reconstructed

images are shown in the previous section. With our modi�ed spin echo sequence we

achieved the resolution of 320µm in the phase encoding direction and 100µm in the

frequency encoding (readout) direction.

In the future we plan to upgrade this system with more state-of-art gradient coils

and faster imaging sequences using the commercial gradient control and ampli�er units

recently received by the lab; as well as to develop time-dependent and spectroscopic

imaging possibilities of Phosphorus in biologically relevant samples for pharmaceutical

research purposes.
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A. Computation of mutual inductances

in the Birdcage coil [19]

In this appendix the analytical calculations of mutual inductances in the Birdcage

coil are presented as can be found in [19] as well as my code of numerical computation

of these using Gauss quadrature for numeric integrals in Matlab environment.

Mutual inductance between two conductors C1 and C2 with current densities J1 and

J2 with total currents of I1 and I2 is the following by de�nition [6]:

M =
µ0

4πI1I2

∫
C1

∫
C2

J1(r)J2(r′)

|r− r′|
d3r d3r′ (A.1)

If we apply this formula for the n-th and the k-th legs in an N-leg Birdcage coil with

a radius R and assume that the strips are in�nitely thin and the current is uniformly

distributed along the strip width ωb the mutual inductance will be:

Lbn,k =
µ0R

2

4πω2
b

h∫
0

θn+ωb/R∫
θn

h∫
0

θk+ωb/R∫
θk

dθdzdθ′dz′√
2R2 (1− cos(θ − θ′)) + (z − z′)2

(A.2)

where h denotes the leg height and θk is the azimuthal angle of the k-th leg: θk =

2(k − 1)π/N .

By carrying out the integraton in z and z′ the expression will become as follows:

Lbn,k =
µ0R

2

4πω2
b

θn+ωb/R∫
θn

θk+ωb/R∫
θk

[√
2R2 (1− cos(θ − θ′)) + h2

+ 2
√

2R2 (1− cos(θ − θ′)) + hln
(
h+

√
2R2 (1− cos(θ − θ′)) + h2

)
− hln

(
−h+

√
2R2 (1− cos(θ − θ′)) + h2

) ]
dθdθ′ (A.3)

With the same deduction the mutual inductances between the k-th and the n-th

segments in the same endring are:
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Lan,k =
µ0R

2

4πω2
a

2nπ/N∫
2(n−1)π/N

2kπ/N∫
2(k−1)π/N

cos (θ − θ′)
[
2
√

2R2 (1− cos (θ − θ′))

− 2
√

2R2 (1− cos (θ − θ′)) + ω2
a + ωaln

(
ωa +

√
2R2 (1− cos (θ − θ′)) + ω2

a

)
− ωaln

(
−ωa +

√
2R2 (1− cos (θ − θ′)) + ω2

a

) ]
dθdθ′ (A.4)

Where ωa denotes the endring strip width. When the two chosen segments are in

di�erent endrigs the expression will be as follows:

Lān,k =
µ0R

2

4πω2
a

2nπ/N∫
2(n−1)π/N

2kπ/N∫
2(k−1)π/N

cos (θ − θ′)
[
2
√

2R2 (1− cos (θ − θ′)) + (L− ωa)

−
√

2R2 (1− cos (θ − θ′)) + L2 −
√

2R2 (1− cos (θ − θ′)) + (L− 2ωa)
2

− 2 (L− ωa) ln

(
L− ωa +

√
2R2 (1− cos (θ − θ′)) + (L− ωa)2

)
+ Lln

(
L+

√
2R2 (1− cos (θ − θ′)) + L2

)
− (L− 2ωa) ln

(
L− 2ωa +

√
2R2 (1− cos (θ − θ′)) + (L− 2ωa)

2

)]
dθdθ′ (A.5)

Where L is the total height of the coil. From these inductance values the elements of

the magnetic coupling matrix, i. e. the mutual inductances of the meshes can be derived

easily:

Mn,k = Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2
(
Lan,k − Lān,k

)
(A.6)

Because of the circulant property of the magnetic coupling matrix we only need the

�rst row of the matrix M, i. e. the elements Mn,k where n = 1. From the above equation

it can be seen that for this we only need n = 1 elements from the endring inductances

matrix and n = 1, 2 elements from the leg inductances matrix. In the numerical algorithm

only these elements are calculated as shown in my following Matlab codes.

For the calculation of leg inductances:

function y = Mleg ( theta1 , theta2 ,R, h)

k i c s i=eps ;

y = −2∗sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+h ^ 2 ) . . .

+ 2∗ sqrt (2∗R^2∗(1−cos ( theta1−theta2 ) ) ) . . .

+ h∗ log ( k i c s i+h+sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+h ^ 2 ) ) . . .
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− h∗ log ( k i c s i−h+sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+h^2) ) ;

end

function [ Lb ] = Mleg_int (R, h ,wb,N)

%Ca l cu l a t e s the i ndu c t i v e coup l i n g s from

%geomet r i ca l parameters us ing Gauss quadrature .

Lb=zeros (N) ;

for k=1:N

for n=1:2

theta_n=2∗(n−1)∗pi/N;
theta_k=2∗(k−1)∗pi/N;
Lb(n , k)=10^−7∗R^2/(wb^2)∗dblquad (@( theta1 , theta2 ) . . .

Mleg ( theta1 , theta2 ,R, h ) , theta_n , theta_n+wb/R, theta_k , theta_k+wb/R) ;

end

end

end

For the calculation of endring inductances:

function y = Marc ( theta1 , theta2 ,R, Z ,wa)

k i c s i=eps ;

y=cos ( theta1−theta2 ) . ∗ ( . . .
2∗ sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+Z^ 2 ) . . .
−sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+(Z+wa ) ^ 2 ) . . .

−sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+(Z−wa ) ^ 2 ) . . .
−2∗Z∗ log ( k i c s i+Z+sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+Z^ 2 ) ) . . .
+(Z+wa)∗ log ( k i c s i+Z+wa+sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+(Z+wa ) ^ 2 ) ) . . .

+(Z−wa)∗ log ( k i c s i+Z−wa+sqrt (2∗R^2∗(1−cos ( theta1−theta2 ))+(Z−wa)^2 ) ) ) ;
end

function [ La1 , La2 ] = Marc_int (R,wa ,N,H)

%Ca l cu l a t e s the i ndu c t i v e coup l i n g s from

%geomet r i ca l parameters us ing Gauss quadrature .

La1=zeros (N) ;

La2=zeros (N) ;

n=1;

for k=1:N

Z=0;

La1 (n , k)=10^−7∗R^2/(wa^2)∗dblquad (@( theta1 , theta2 ) . . .
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Marc ( theta1 , theta2 ,R, Z ,wa) , 2∗ ( n−1)∗pi/N,2∗n∗pi/N, 2∗ ( k−1)∗pi/N,2∗ k∗pi/N) ;

Z=H−wa ;
La2 (n , k)=10^−7∗R^2/(wa^2)∗dblquad (@( theta1 , theta2 ) . . .

Marc ( theta1 , theta2 ,R, Z ,wa) , 2∗ ( n−1)∗pi/N,2∗n∗pi/N, 2∗ ( k−1)∗pi/N,2∗ k∗pi/N) ;

end

From these values the magnetic couplings are computed as follows:

function [ L ] = indukc ( R,wa ,wb,N,H, h )

%Ca l cu l a t e s the e lements o f the magnetic coup l ing matrix

%from the l e g and endring induc tances .

[ Lb ] = Mleg_int ( R, h ,wb,N ) ;

[ La1 , La2 ] = Marc_int ( R,wa ,N,H ) ;

L=zeros (N) ;

for k=1:N

for n=1:1

L(n , k)=2∗Lb(n , k)−Lb(mod(n ,N)+1 ,k)−Lb(n ,mod(k ,N)+1)+2∗(La1 (n , k)−La2 (n , k ) ) ;
end

end

The resonance frequencies of the Birdcage coil are calculated using the following func-

tion:

function [ w ] = bi rdcage ( Ca ,Cb,D,wa ,wb,N,H )

%Ca l cu l a t e s the resonant f r e q u en c i e s o f the Birdcage c o i l

%from i t s geome t r i ca l parameters . Ca and Cb are the capac i t ance s

%of the endring and l e g capac i t o r s in pF , D i s the diameter

%of the co i l , H i s the t o t a l h e i g h t o f the c o i l , wa and wb

%are the endring and l e g widths , N i %the number o f l e g s .

h=H−2∗wa ;
R=D/2 ;

L=indukc (R,wa ,wb,N,H, h ) ;

L1=L ( 1 , : ) ;

N=max( s ize (L1 ) ) ;

Ca=Ca∗1E−12;
Cb=Cb∗1E−12;
M=f f t (L1 ) ' ;

j=linspace (0 ,N−1,N) ' ;

w=sqrt ( ( 2 . /M) .∗ ( 1 /Ca+(1/Cb).∗(1− cos (2∗ j ∗pi/N) ) ) ) ;
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f=w/(2∗pi )∗1E−6;
%t h i s i s the resonant f requency vec t o r in MHz.

end
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B. Precession at static magnetic �eld -

quantum mechanical description

In quantummechanics both angular and magnetic moment are represented by hermitic

operators characterized by their eigenvalues and eigenstates. For the square of the angular

momentum, J2 the possible eigenvalues are

J2 = h̄2I(I + 1) (B.1)

Where I is the integer or half-integer quantum number of the angular momentum. For

the projection of the angular momentum to a speci�c directon, for example to ez:

Jz = h̄m, −I ≤ m ≤ I (B.2)

For a single spin-half particle, there is a similar relation between angular and magnetic

moment as it was in the classical case, that is

µ = γJ (B.3)

Therefore the matrix elements of a speci�c component of the magnetic moment can be

computed using the angular momentum operator. With the bra-ket notation introduced

by Dirac, the matrix element with the states described by quantum numbers (I, m) and

(I, m'):

〈
I,m

∣∣µx∣∣I,m′〉 = γ
〈
I,m

∣∣Jx∣∣I,m′〉 (B.4)

If the particle is placed into external magnetic �eld, its originally degenerated spec-

trum splits based on the projection of the magnetic moment to the external �eld - this

is called the Zeeman e�ect. The descriptive Hamiltonian:

HZeeman = −γh̄JB (B.5)

If the external magnetic �elds is B0 then the splitted energy levels are

Em = −γh̄B0m = −h̄mω0 (B.6)

In general, the wavefunction of the particle is a sum of the eigenstates with di�erent

weights, each multiplied by the time propagation term with one of the energies described

above
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Ψ(t) =
I∑

m=−I

Cm
∣∣I,m〉e− i

h̄
Emt (B.7)

Using equations (B.4) and (B.7) we can compute the mean value of µx for a spin-half

particle, exploiting the fact that in this case I = 1
2
.

〈
µx
〉

=
〈
Ψ(t)

∣∣µx∣∣Ψ(t)
〉

= V
∑
m,m′

γh̄C∗m′Cm
〈
m′
∣∣Jx∣∣m〉e i

h̄

(
Em′−Em

)
t (B.8)

Now we express the x component of the angular momentum with the usual ladder

operators

J+ = Jx + iJy (B.9a)

J− = Jx − iJy (B.9b)

J+
∣∣I,m〉 =

√
I(I + 1)−m(m+ 1)

∣∣I,m+ 1
〉

(B.10a)

J−
∣∣I,m〉 =

√
I(I + 1)−m(m− 1)

∣∣I,m− 1
〉

(B.10b)

Jx =
1

2

(
J+ + J−

)
(B.11a)

Jy =
1

2i

(
J+ − J−

)
(B.11b)

After that substitute (B.6), (B.11a) and (B.10) in (B.8), consider the fact that both

m and m′ can only take the values of 1
2
and −1

2
, and that eigenstates with di�erent m

values are orthogonal to each other:

〈
µx
〉

=
1

2
V γh̄

(
C∗1

2
C− 1

2
e−iω0t + C 1

2
C∗− 1

2
eiω0t

)
= V γh̄<

(
C∗1

2
C− 1

2
e−iω0t

)
(B.12)

Without loss of generality we can assume that C 1
2

= aeiα and C− 1
2

= beiβ for some

a, b, α, β real numbers. Furthermore, the normalization criterion requires that |C 1
2
|2 +

|C− 1
2
|2 = 1

V
, which allowes us to write a and b as a = 1√

V
cos
(
θ
2

)
and b = 1√

V
sin
(
θ
2

)
.

Using these expressions (B.13) becomes the following:

〈
µx
〉

= V γh̄ab cos
(
α− β + ω0t) =

γh̄

2
sin(θ)cos

(
α− β − ω0t

)
(B.13)

In an absolutely similar manner one can show that the mean values of the other two

components of magnetic moment will be the following:
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〈
µx
〉

=
γh̄

2
sin(θ)sin

(
α− β − ω0t

)
(B.14)

〈
µx
〉

=
γh̄

2
cos(θ) (B.15)

With these expressions we have presented that the quantum mechanical calculations

of a spin-half particle also shows the precession movement in the sense of mean values as

equations (B.13), (B.14) and (B.15) describe a vector that precesses around axis z with

angular frequency ω0 = −γB0.
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